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Welcome to SAIDD 2023!  
 
 
It is with great pleasure, I would like to welcome you to the Symposium on AI, Data and Digitalization 
(SAIDD 2023) taking place on May 9th-10th in Sogndal, Norway.  
 
The symposium is supported by Western Norway Research Institute. Through knowledge-building, the 
institute seeks to contribute positively to innovation, policymaking, governance, and value creation. The 
institute aims to be at the forefront of national and international research, and take part in the 
development of Western Norway (Vestland), the region in which Sogndal is located. We have a cross-
disciplinary research staff with competence in the academic fields of social studies, natural sciences, 
technology, and the humanities.  
 
The digital revolution − which involves the use of digital Information and Communication Technologies 
(ICTs), the open data movement, novel enabling technologies, and the increase in the accessibility of 
big data, together with the advent of artificial intelligence and the Internet of Things − is now 
transforming society. The SAIDD 2023 symposium is intended to stimulate discussions on how data 
and artificial intelligence are setting the stage for the digital revolution and contributing to solving 
societal challenges. SAIDD 2023 provides a common space for dialogue between the academics, 
policymakers and professionals.   
 
But first and foremost, I wish you an excellent stay in Sogndal, a beautiful place among the spectacular 
fjords in Western Norway. The Western Norwegian Fjords are listed by UNESCO on the World Heritage 
List and the Sognefjord region is prized by National Geographic Traveler for the un-spoiled fjord and 
the glaciers, mountains and cascading waterfalls, that offer excellent opportunities to ice-climbing, 
glacier walking, hiking and year-round skiing. This has made Sogndal a favorite destination for 
excitement- and activity-seeking visitors and residents. Enjoy the treasures of Norwegian hospitality, 
and also make time for some leisure in and around Sognefjord. 
 
I look forward to your participation in the rich scientific program as well as enjoying the social gathering 
during the SAIDD 2023. I am delighted to see you in Sogndal! 
 
 
 
Anne Karin Hamre 
Director 
Western Norway Research Institute  
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Abstract  
This volume contains the papers presented at the Symposium on AI, Data and Digitalization 
(SAIDD 2023). The two-day symposium took place on 9 - 10 May 2023 in Sogndal, Norway. 
The symposium invited business as well as academic keynotes, panellists and papers exploring 
how data and artificial intelligence are setting the stage for the digital revolution and 
contributing to solving societal challenges. The symposium gathered the interested community 
and discussed the latest approaches for challenges both from the perspectives of academia and 
industry.  
 
  1 
  

Introduction 

Today, more organizations are using and becoming familiar with the implementation of Big Data 
and Artificial Intelligence (AI) technologies in their digital transformation processes as it has proven to 
have great potential for growth. The dependence of digital transformation on AI is of utmost importance 
as it can help public and private sectors accelerate their digitalization processes. The greatest power of 
digitalization is to transform the physical world – improving productivity, innovation, and impact.  

There are enormous AI opportunities for us across all areas of science, economy and government. 
Given the significant transformational scope of AI, it has the potential to have profound impacts on the 
economy and address regional, national and global challenges. This profound impact of AI on the 
economy has yet to be realised, and will rely on substantial research, development, innovation, and 
commercial efforts. 

In order to realise the full benefits of Big Data and AI technologies, we will need to act to support 
the growth of our research and innovation capabilities, building on strong foundations that already exist. 
Furthermore, new challenges and prospects require new theory, methodology, best practice, systems 
and this should be developed, shared, and discussed by a wide range of stakeholders. Therefore, the 
objective of SAIDD 2023 was to bring prominent researchers, policy experts and practitioners together 
in order to foster a deeper understanding of how data and AI are setting the stage for the digital 
revolution and contributing to solving societal challenges. 

 

The SAIDD 2023 Symposium 

The symposium was organized by our Transnational Partnership for Excellent Research and 
Education in Disruptive Technologies for a Resilient Future (INTPART DTRF) and Big Data & 
Emerging Technologies Research Group at the Western Norway Research Institute in Sogndal, 
Norway.  
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This two-day symposium had a three-fold perspective, representing the views and activities of the 
Policy, Industry and Research/Academia sectors as follows: 

• A Science-meets-policy, fostering exchange between policy experts, authorities, researchers 
and industrial partners dealing with AI, Data and Digitalization; followed by, 

• A Science-dedicated, uncovering up-to-date contributions from the scientific community on 
the core issues. 

 

This symposium featured six distinguished keynote addresses. Keynote speakers set the scene with 
important facts and prospects, and a number of selected participants provided key contributions in the 
form of position papers and 5-minute ‘lightning talks’ on defining and addressing the key challenges in 
this field, and a panel discussion focused on future directions. Position papers described open problems 
or neglected perspectives on the field, proposing ideas for bringing computational methods into a new 
application area, or summarizing the focus areas of a group working on AI to address societal 
challenges. Lightning talks presented bite-sized bits of science that showcase the essence of their 
research. These were opportunities for young researchers to introduce their work and to share areas of 
ongoing and emerging focus. 

We trust that the scope of the SAIDD 2023 serves the interest of the scientific community, as well 
as the public and private sectors and the general public. 

A total of 42 submissions were received, of which 12 position papers and 18 lightning talks were 
accepted for presentation at the symposium. To cope with timing constraints and allow for sufficient 
time for interactions during the conference, 12 papers were given a 15-minute presentation slot and 18 
papers were given an opportunity for 5-minutes lightning talks. 

The preliminary proceedings volume was published by Vestlandforsking (Western Norway 
Research Institute). Extended versions of accepted position papers and lightning talk papers will appear 
in the post-proceedings of SAIDD 2023 that will be published as a volume in Springer’s CCIS series. 

Each of the 42 submissions received exactly 2 reviews, a remarkable result, for which I am grateful 
to the members of the SAIDD 2023 Scientific Committee. In a few cases, we conducted an on-line 
discussion of the reviews and author responses, before reaching a final decision on the selected papers. 
The result was, I believe, a high-quality program that covers a wide spectrum of topics.  

Constructive reviewer feedback is one of the keys to a high-quality symposium year after year, 
because it encourages each of us, as researchers, to make our work more complete, or to reach a little 
further. I would like to thank all the members of the SAIDD 2023 Scientific Committee, INTPART 
DTRF senior members and their sub-reviewers for their timely and insightful reviews which made this 
symposium possible.  

Many colleagues and friends have contributed to SAIDD 2023. First, I thank the authors who 
submitted their work to SAIDD 2023 and who, by their contributions and participation, make this 
symposium a quality event. I am also grateful to the SAIDD Organising Committee for its help, to the 
keynote speakers for their inspiring talks, and, in particular, to the administration of my institute for all 
their support in organizing this event. Finally, I thank the EasyChair conference system, which made 
our job so much simpler, and the Research Council of Norway, INTPART DTRF project team and the 
“Technology and Society” group at Western Norway Research Institute for supporting the symposium. 

 
 
 
 
May 2023                                                                                                                   Rajendra Akerkar 
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Leveraging Cognitive Knowledge Graphs for Science and 

Economic Resilience 
 
Sören Auer 1 

 
1 Director TIB, Head of research group Data Science and Digital Libraries, Leibniz Universität Hannover  
 

 
  

  
Following stations at the universities of Dresden, Ekaterinburg, Leipzig, Pennsylvania, Bonn 
and the Fraunhofer Society, Prof. Auer was appointed Professor of Data Science and Digital 
Libraries at Leibniz Universität Hannover and Director of the TIB in 2017. Prof. Auer has made 
important contributions to semantic technologies, knowledge engineering and information 
systems. He is the author (resp. co-author) of over 200 peer-reviewed scientific publications. 
He has received several awards, including an ERC Consolidator Grant from the European 
Research Council, a SWSA ten-year award, the ESWC 7-year Best Paper Award, and the 
OpenCourseware Innovation Award. He has led several large collaborative research projects, 
such as the EU H2020 flagship project BigDataEurope. He is co-founder of high potential 
research and community projects such as the Wikipedia semantification project DBpedia, the 
Open Research Knowledge Graph ORKG.org and the innovative technology start-up 
eccenca.com. Prof. Auer was founding director of the Big Data Value Association, led the 
semantic data representation in the Industrial/International Data Space, is an expert for industry, 
European Commission, W3C, the German National Research Data Infrastructure (NFDI) and 
the European Open Science Cloud (EOSC). 
 
  1 
  

Keynote 

Knowledge graphs are meanwhile established representation forms for heterogeneous data and 
knowledge. However, knowledge graphs are still relatively simple structures with limited possibilities 
to represent and efficiently manage more complex structures, provenance, evolution or different levels 
of granularity. In this talk we will introduce the concept of cognitive knowledge graphs, which use richer 
atomic base entities - graphlets as constituents. With the Open Research Knowledge Graph (ORKG), 
we present an example of such a cognitive knowledge graph, which closely intertwines human and 
machine intelligence with the aim of semantically representing research contributions. As a result, the 
ORKG provides a digital research infrastructure enabling researchers and other stakeholders to obtain 
better oversight over the millions of annual research publications and better machine assistance for 
analysing the wealth of scholarly knowledge. As a second example of leveraging knowledge graphs, we 
will discuss the integration of data along supply chains to facilitate economic resilience in crisis 
situations.  
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Social Cybersecurity: Synthesizing Social Science Theory, 

AI & Network Science to Support Social Engagement 
 
Kathleen M. Carley 1 

 
1 Professor, Engineering and Public Policy Department, Computer Science Department, and Social and Decision 
Sciences Department, Carnegie Mellon University. Director of the Center for Computational Analysis of Social 
and Organizational Systems (CASOS).  
 

 
  

  
Kathleen M. Carley is a professor in the Engineering and Public Policy Department, Computer 
Science Department, and Social and Decision Sciences Department at Carnegie Mellon 
University. She is the director of the Center for Computational Analysis of Social and 
Organizational Systems (CASOS), a university wide interdisciplinary center that brings 
together network analysis, computer science and organization science. Carley’s research 
combines cognitive science, social networks, and computer science to address complex social 
and organizational problems. Her specific research areas are dynamic network analysis, 
computational social and organization theory, adaptation and evolution, text mining, the impact 
of telecommunication technologies and policy on communication, information diffusion, and 
disease contagion and response within and among groups particularly in disaster or crisis 
situations. Carley and her lab have developed infrastructure tools for analyzing large-scale 
dynamic networks and various multi-agent simulation systems. 
 
  2 
  

Keynote 

Social-cybersecurity is a new emerging interdisciplinary computational social science aimed at 
characterizing, understanding, and forecasting cyber-mediated changes in human behavior, and the 
related social, cultural and political outcomes and developing and testing the technology needed in the 
cyber-infrastructure that is essential for the survival of civil interaction online.  In this talk the nature of 
social-cybersecurity, the potential societal impact of the work in this field, the nature of related trans-
disciplinary work, the criticality of translational research, and the role that AI, network science and 
social-science theory play in this field are presented. Key issues related to influence activities, 
disinformation, bots, and hate-speech are discussed.  Empirical results from the application of new 
social-cyber technologies to areas such as the COVID-19 response, re-open America, elections in the 
Philippines, and other world events. 

 
In presenting these results, the new BEND theoretical framework for assessing influence campaigns 

is described.  The analytic pipeline needed to operationalize this – and the role of theory, AI, and network 
science in this pipeline – are explained.  Key insights regarding the strengths and limitations of AI for 
social-cybersecurity are presented.  The talk ends, with a description of areas where future research is 
needed to support social engagement and inhibit online harms. 
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AI Regulatory Developments: Deep Dive on the EU AI 

Act 
 
Jasmien César 1 

 
1 Senior Counsel of Privacy and Data Protection for Artificial Intelligence at Mastercard  
 

 
  

  
Jasmien César is Senior Counsel of Privacy and Data Protection for Artificial Intelligence at 
Mastercard with global responsibility for privacy and data protection matters pertaining to 
Mastercard’s AI solutions and uses. Jasmien leads development of Mastercard global strategy 
and policy for building privacy into the design of AI-powered products, ensuring they are 
trustworthy and human-centric, and oversees advocacy of Mastercard’s privacy position on AI. 
Before joining Mastercard in 2019, Jasmien spent 5 years as an IT & Data Protection lawyer at 
the Brussels office of international law firm Bird & Bird. She holds a Degree in Law from KU 
Leuven (BE) and an LL.M. in EU Competition and Intellectual Property Law from the 
University of Liège (BE). 
 
  3 
  

Keynote 

In addition to the myriad of existing legal frameworks (e.g., privacy and data protection, consumer 
protection, non-discrimination) already addressing Artificial Intelligence (AI) in a technology-agnostic 
way, we are witnessing a broad range of AI-specific regulatory initiatives around the globe. Many 
countries or regions are introducing principles-based AI laws and governance frameworks, focusing on 
principles such as AI risk or impact assessments, human oversight, data quality and accuracy, bias 
monitoring and mitigation, transparency and explainability, and cybersecurity and robustness. Everyone 
involved in the AI value chain - from developers to deployers, from research to industry, from public to 
private sector, from start-ups to multinationals - will need to navigate this increasingly complex 
regulatory landscape if they want to continue leveraging AI in a legally compliant way. 

 
This keynote will provide an overview of the AI-specific regulatory landscape to date, delve into one 

of the most comprehensive legislative proposals addressing AI, the EU AI Act, and arm you with 
practical steps that you can take to prepare for AI regulation.  
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Responsible Artificial Intelligence: An Inclusive Road 

Ahead 
 
Virginia Dignum 1 

 
1 Wallenberg Chair, Professor Responsible Artificial Intelligence, Program Director WASP-HS, Department of 
Computing Science, Umeå University  
 

 
  

  
Virginia Dignum is a professor in Responsible Artificial Intelligence and the scientific Director 
of WASP-HS (Humanities and Society).  She is also associated with the Faculty Technology 
Policy and Management at the Delft University of Technology. Her research focuses on value-
sensitive design of intelligent systems and multi-agent organisations, in particular on the ethical 
and societal impact of AI. Her work ranges from the engineering of practical applications and 
simulations to the development of formal theories that integrate agency and organization and 
includes a strong methodological design component. She is a Fellow of the European Artificial 
Intelligence Association (EURAI) and has been vice president of the BNVKI (Benelux AI 
Association). She was elected to the Swedish Royal Academy of Engineering Sciences (IVA) 
in 2020. She was member of the High-Level Expert Group on Artificial Intelligence from the 
European Commission, was member of the Executive Committee of the IEEE Initiative on 
Ethics of Autonomous Systems and sits in the scientific boards of the Delft Design for Values 
Institute, the AI4People - European Global Forum on AI, and the Responsible Robotics 
Foundation. 
 
  4 
  

Keynote 

Artificial Intelligence (AI) has huge potential to bring accuracy, efficiency, cost savings and speed 
to a whole range of human activities and to provide entirely new insights into behaviour and cognition. 
However, the way AI is developed and deployed for a great part determines how AI will impact our 
lives and societies. For instance, automated classification systems can deliver prejudiced results and 
therefore raise questions about privacy and bias; and, the autonomy of intelligent systems, such as, e.g. 
self-driving vehicles, raises concerns about safety and responsibility. AI’s impact concerns not only the 
research and development directions for AI, but also how these systems are introduced into society and 
used in everyday situations. There is a large debate concerning how the use of AI will influence labour, 
well-being, social interactions, health care, income distribution and other social areas. Dealing with 
these issues requires that ethical, legal, societal and economic implications are taken into account.  

 
In this presentation, I will discuss how a responsible approach to the development and use of AI can 

be achieved, and how current approaches to ensure the ethical alignment of decisions made or supported 
by AI systems can benefit from the social perspective embedded in feminist and non-Western 
philosophies, in particular the Ubuntu philosophy.  
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eXplainable AI (XAI) a Basic Break Towards Synergistic 

Human-Machine Interaction and Collaboration 
 
Fosca Giannotti 1 

 
1 Professor of Computer Science at Scuola Normale Superiore, Pisa & Associate at the Information Science and 
Technology Institute “A. Faedo” of CNR., Pisa, Italy  
 

 
  

  
Fosca Giannotti is Full Professor at Scuola Normale Superiore, Pisa, Italy. Fosca Giannotti is a 
pioneering scientist in mobility data mining, social network analysis and privacy-preserving 
data mining. Fosca leads the Pisa KDD Lab - Knowledge Discovery and Data Mining 
Laboratory, a joint research initiative of the University of Pisa and ISTI-CNR, founded in 1994 
as one of the earliest research lab on data mining. Fosca's research focus is on social mining 
from big data: smart cities, human dynamics, social and economic networks, ethics and trust, 
diffusion of innovations. She is author of more than 300 papers. She has coordinated tens of 
European projects and industrial collaborations. Fosca is the former coordinator of SoBigData, 
the European research infrastructure on Big Data Analytics and Social Mining, an ecosystem 
of ten cutting edge European research centres providing an open platform for interdisciplinary 
data science and data-driven innovation. Recently she became the recipient of a prestigious 
ERC Advanced Grant entitled XAI – Science and technology for the explanation of AI decision 
making. 
 
  5 
  

Keynote 

Black box AI systems for automated decision making, often based on machine learning over (big) 
data, map a user’s features into a class or a score without exposing the reasons why. This is problematic 
not only for the lack of transparency, but also for possible biases inherited by the algorithms from human 
prejudices and collection artifacts hidden in the training data, which may lead to unfair or wrong 
decisions. The future of AI lies in enabling people to collaborate with machines to solve complex 
problems. Like any efficient collaboration, this requires good communication, trust, clarity and 
understanding. Explainable AI addresses such challenges and for years different AI communities have 
studied such topic, leading to different definitions, evaluation protocols, motivations, and results. This 
lecture provides a reasoned introduction to the work of Explainable AI (XAI) to date, and surveys the 
literature. A special focus will be on mechanisms to improve joint performance in high-stake decision-
making such as methods aimed at engaging users with factual and counterfactual or other high-level 
explanations encoding domain knowledge and user background, methods focusing on conversational 
explainable AI and methods aimed at understanding the impact of explanation on expert users’ 
information-seeking strategies, mental model updating, and trust calibration.  Finally, we will motivate 
the need of paradigms that can promote collaboration and seamless interaction maintaining the human 
responsibility of the choice through a progressive disclosure to prevent cognitive overload.  
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Keynote 

The values shared by the Nordic countries are often claimed to help make the region one of the most 
innovative and competitive in the world. While the Nordics may be forerunners in AI readiness, ethics, 
and trustworthiness, the region is still in the early stages of putting AI technologies to use in products 
and services. Clearer strategies and stronger collaborations are often being called for. The Nordic 
governments vary in their investments and strategies to accelerate the use of AI. Our universities rank 
well globally on AI research metrics, but we are falling behind on deploying solutions that capture value 
for businesses and users. Many also claim that general knowledge and education are still lacking. 

 
In this talk we will discuss the current state of AI in the Nordic region. The focus will primarily be 

on the deployment of AI technologies in the private and public sectors, together with barriers and 
opportunities for continued development of AI based products and services. 
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Abstract 
The Environment Protection Foresighter aims to deliver low-latency strategic foresight by analyzing 
massive amounts of data and leveraging Artificial Intelligence to extract knowledge, enrich existing data, and 
provide insights while involving experts in a feedback loop to learn from them and increase the foresight 
quality over time. In addition, it aims to identify how events relate to environment-related Sustainable 
Development Goals and perform horizon scanning for environment-related issues. It will be developed within 
the Graph-Massivizer project, funded by the Horizon Europe research and innovation program, leveraging 
the platform for high-performance and sustainable graph processing of data. 

Keywords 
Strategic Foresight, Environment Protection, Policy-making, Sustainable Development Goals, Artificial 
Intelligence, Graph Processing 

 
 

 

1. Introduction 

Strategic Foresight aims to provide a structured approach toward gathering information regard- 
ing plausible futures to prepare for change adequately. It provides expert insights regarding 
trends and emerging issues, which can be considered for strategic planning and policy-making. 
Strategic Foresight does not aim to predict the future but rather explore possible scenarios of 
interest and understand how specific actions could influence the future informing policy-making 
and decision-making. Foresight is considered increasingly important in TUNA (Turbulence, 
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Unpredictability, Uncertainty, Novelty, and Ambiguity) conditions observed in a VUCA (Volatile, 
Uncertain, Complex, and Ambiguous) world order [1, 2]. 

There is a rising awareness of the need for strategic foresight for better policy-making 
worldwide. In 2018, the US Government Accountability Office created the Center for Strategic 
Foresight to provide the US Congress with reliable, fact-based information on emerging issues 
relevant to policymakers. Along the same line, the European Commission aims to cooperate 
with European institutions through an EU-wide Foresight Network to gain insights and develop 
future-oriented policies. Furthermore, it started publishing foresight reports to integrate strate- 
gic foresight into public administration [3]. However, in contrast to the EU and the US, little is 
known about strategic foresight, and its use in China [4]. 

Strategic Foresight has been recognized as a valuable tool to enable a more sustainable future 
[5]. In this line, the strategic foresight report published by the European Commission in 2022 
outlined ten key action areas where synergies must be maximized toward a green and digital 
transition to be achieved by 2050. 

A research study conducted in the US and published in 2018 has identified that the most 
frequently used methods in strategic foresight are horizon scanning and scenario planning [6]. 
Horizon scanning consists of systematically gathering and analyzing information on trends 
and developments relevant to the organization. Their relevance can be due to emerging threats, 
opportunities, or responsibilities. Four key stages can be identified: (i) discovery, (ii) evaluation, 
(iii) understanding, and (iv) decision-making. Conversely, scenario planning attempts to create 
descriptions of plausible future scenarios by harmonizing collected information into consistent 
descriptions regardless of the divergence observed across multiple trends. While Artificial 
Intelligence has not been widely adopted in strategic foresight, its value has been recognized 
[7]. Hybrid approaches have been developed, leveraging Artificial Intelligence to automate 
information scanning and data analysis and enabling the human professional to focus on more 
complex tasks [8, 9]. In particular, Geurts et al. [10] describe an approach that enables them 
to construct and refine knowledge graphs and use text mining techniques to perform topic 
modeling to analyze trends and identify weak signals. Relations to those weak signals are 
searched in the knowledge graph, and patterns are identified to identify plausible futures and 
assess their impact. Finally, the experts can determine appropriate strategies and policies 
according to the identified future scenarios. 

We aim to develop a solution to ingest relevant data and semantic abstractions. We use 
artificial intelligence to track and forecast relevant trends. A graph is created and mined to find 
patterns and determine whether patterns observed in the past can emerge in the present and 
assess their potential impact. We aim to do so by leveraging the GraphMassivizer architecture 
[11]. In Section 2 we provide a detailed description of the use case, enabling technologies, 
objectives, and envisioned implementation. 

 
2. Environment Protection Foresighter 

2.1. Use Case 

For successful environmental protection, there is a need to provide business and geopolitical 
foresight related to sustainable development goals (SDGs) regarding the environment (e.g., 



 
 

9  

 
climate action, responsible consumption and production patterns, or clean and affordable 
energy, among others). While massive amounts of data can be collected, global media news 
provides a privileged view of the convergence of economy, politics, and science [12]. Semantic 
abstractions can be used to build a knowledge graph and better understand the patterns and 
dynamics that emerge and repeat over time. Furthermore, Artificial Intelligence can process the 
incoming data and the knowledge graph to find and extract causal templates. These are built by 
considering particular policy-making perspectives and provide insights into future scenarios by 
predicting possible events and consequences. 

 
2.2. Objectives 

Our research aims to leverage Artificial Intelligence to automate strategic foresight and speed 
up foresight creation between seven and thirty times, reporting with a latency below a day since 
the ingested event. In particular, we aim to address two specific foresight areas: (a) identify 
how events relate to environmental SDGs, and (b) identify emerging issues and opportunities 
through horizon scanning. We expect to develop an end-to-end system capable of analyzing 
incoming data, extracting relevant signals, identifying patterns, and alerting users on issues 
that are meaningful to their profile. Furthermore, we envision a collaboration between experts 
and such an Artificial Intelligence system to collect feedback and learn (a) what insights were 
correct and (b) what information displayed was useful or could be enhanced. The strategic 
foresight solution will focus on four environmental SDGs described by the United Nations: 
climate action, responsible production and consumption patterns, clean water and sanitation, 
and clean and affordable energy. Such a solution will be relevant to policymakers, governmental 
organizations, NGOs, and business strategists. 

 
2.3. Enabling technologies 

Many media event retrieval systems perform data gathering of media news events that provide 
access to crawled data as a service [13, 14]. The reported events can be enriched with semantic 
abstractions [15] and integrated into a knowledge graph, leveraging knowledge from external 
knowledge graphs too (e.g., Wikidata [16, 17, 18]). Among the abstractions, we also consider 
different conceptions of time [19], which lead to different representations based on time under- 
standing (e.g., density, uncertainty, periodicity, and absolutist or relativist partitioning of time; 
and the clocks considered (e.g., global time, local time, logical clocks), among others). Further 
enrichment is possible by using machine learning classifiers to predict whether the events relate 
to a specific characteristic of interest [20, 21]. Regression models will forecast future values 
of relevant economic, political, and other indicators. Finally, graph processing techniques can 
unveil underlying causal templates and predict possible events and expected outcomes [22, 23]. 

 
2.4. Envisioned implementation 

We aim to develop a tool based on the GraphMassivizer architecture [11]. We envision building 
a knowledge graph based on existing knowledge graphs (e.g., Wikidata) by aligning them 
with entity alignment techniques [24, 25]. When doing so, we understand the complexity 
of the task and the multiple open challenges regarding graph heterogeneity and conceptual 
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hierarchies that still exist. Such a graph will provide a basic understanding of the underlying 
world. Data regarding worldwide events will be continuously ingested from multiple sources. In 
particular, we have considered EventRegistry [14] and the GDELT project [26]. The events will 
be semantically enriched upon ingestion using a wikifier [27] and linked to the abovementioned 
graph. Furthermore, their content will undergo a text-mining process to extract relevant entities, 
their relationships, existing sentiments, and relevant insights (e.g., relationship to SDG goals). 
Graph processing techniques will be used to mine graph patterns and determine how patterns 
observed in the past are building in the present and may complete in the future. We consider 
this a critical capability that can be achieved with a rich semantic model, including a rich 
representation of time [19]. 

Two specific foresight areas will be addressed with the Environment Protection Foresighter. 
First, to identify how events relate to specific environmental SDGs, we will leverage a tool that 
extracts sentences for each event, tagging the subjects and causal relationships to a particular 
event of interest. Manual labeling is required to confirm whether the information extracted 
for each fragment is correct. Then few-shot learning models will be trained to learn how such 
fragments match specific SDGs and use them to classify existing and future data. Conversely, 
Horizon scanning will require topic modeling and monitoring of those topics and semantic 
abstractions to understand whether weak signals point to emerging issues of interest that can 
gain relevance over time. Furthermore, ingested data regarding economic, political, and other 
relevant indicators could be enriched with forecasts to understand likely future dynamics ahead 
of time. Finally, graph heuristics and graph neural networks could be used to contrast expected 
patterns against observed ones to identify changes and new, emerging trends that deviate from 
historical ones. 

In Figure 1, we show an incomplete representation of events and abstractions regarding the 
Tunisian revolution between the end of 2010 and the beginning of 2011. The example does 
not consider the time variable and its possible ontological representations. In particular, it was 
observed that the uprising caused a broader instability in the MENA (Middle East North Africa) 
region, known as the Arab spring, which impacted energy prices worldwide [28]. Furthermore, 
it has been shown that oil price fluctuations affect the consumption of renewable energy sources 
[29, 30]. Identifying how latent conditions may trigger regional instability and affect renewable 
energy demand provides valuable insight that can be translated into concrete decision-making 
and policies before such events unfold. 

3. Summary and Outlook

We consider technological research for the strategic foresight domain to be scarce, and more 
such use case adoption is needed. The development of the Environment Protection Foresighter 
will address current voids on how to ingest, enrich and analyze massive amounts of data for 
foresight purposes and create meaningful foresight insights. To achieve such a goal, we will 
exploit the GraphMassivizer software architecture. In addition, artificial Intelligence techniques 
will enable the automation of many tasks and analyses while involving foresight experts for 
feedback and outcomes curation. 
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Figure 1: The figure represents events and abstractions related to the Arab spring. In particular, we 
consider some events related to the Tunisian revolution. By querying the highest abstraction levels in 
the graph, we could understand the catalysts of the revolution (poor living conditions and someone 
who self-immolated) along with the revolution outcome (the president fled, elections were held, and the 
crude oil prices increased worldwide, affecting the demand for renewable energy). 
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Abstract  
Recent research shows that online hate-speech is on the rise in western societies, including in 
Norway. This submission builds on a broader 4-year research initiative on: “Violence-inducing 
Behavior Prevention in Social-Cyber Space of Local Communities” funded by the Norwegian 
Research Council aimed develop radical technological solutions to support authorities in the 
fight against online-hate speech as well as generate new and deeper understandings of the 
complexities surrounding the vice on online hate. Our research contributes in two ways to the 
conference theme on how data and artificial intelligence are setting the stage for digital 
revolution and contributing to solving societal challenges. Firstly, our presentation contributes 
to strengthening our understanding of the positive strides, the grey areas, and the challenges 
from a legislative perspective. Here, we explore how the police identify, interpret, and apply 
the legislation on online hate speech, through data and artificial intelligence and the gaps 
thereof.  
Secondly, this qualitative contribution feeds into the overall projects goal to develop a real time 
AI tool, to help authorities such as the police in their efforts to combat online hate speech. 
Using human rights, freedom of expression and digitization as conceptual frames, the paper 
posits a social-economic, ethical, legislative and technological analysis of the legislative 
initiative on hate-speech (paragraph 185) including both positives as well as the tensions and 
consequences from a legislation context.  
 
Keywords  1 
Online hate-speech, legal grey areas, Racism, Police, Freedom of expression 
 

1. Introduction and Background 

Hate-speech, on or offline, poses a serious threat to human rights and democracy. Given the steady 
growth over the last years, of online hate-crimes (which is the focus of this paper), in Western societies, 
combating it has become crucial for governments, organizations, local communities and stakeholders 
(Zicarddi, 2020; Kalsnes, and Ihlebæk 2021, NOU 2022:9i2).  The Council of Europe (SM/REC 
(2022)16), cognizant of the broader international and European human rights standards, recommends 
that all member states “protect human rights and fundamental freedoms in the digital environment, 
including by co-operating with internet intermediaries” (recommendation 3).   

As in several countries in Europe, in Norway, the constitution and several legislations prohibit hate-
based discrimination and abuse of individual and group rights. Specifically, the legal framework on 
hate speech appears in different chapters and paragraphs in the Norwegian legislation. One of the most 
central paragraphs is the so-called paragraph on hate-speech, §185. This paragraph is placed in Chapter 
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20 in the Norwegian legislation. Chapter 20 highlights the protection of society, public peace, order and 
securityii . There is an ongoing debate on the §185, whether the part of the law that protects (or not) 
individuals, should be moved to Chapter 24, which highlights the protection of personal freedom and 
peace. Both chapters are part of the criminal law in the legislation. Nevertheless, the §185 deals with 
racism and hateful utterances and is subject of this position paper on online hate-speech.  

The ongoing debate and scholarship on online hate-speech in Norway gained momentum in 2020, 
after a legal precedence was set with its first guilty verdict on racial online hate crimes (Nguyen 2020). 
In August 2022, a special committee on freedom of expression released a new compendium that further 
defines and gives guidance on freedom of expression including online expressions (NOU 2022: 9). 
Despite the Norwegian Constitutional and legislative recourse, there are still lingering tensions 
especially when freedom of speech comes in collision with other rights and interests (Kierulf, 2021).  

In the analysis we aim to unravel the grey areas within the legislation and punitive processes and 
how these present blurred lines that limit the effectiveness of legal recourse. We look at the role and 
importance of data and AI application in these processes. Of interest in this discussion is also on the 
degree to which such grey areas offer fertile grounds for a sense of entitlement in the public in general 
and with persons and groups that perpetuate online hate crimes as well as the consequences these have 
for those exposed to racism. We are not doing a legal analysis per se, but rather an analysis of how 
common perceptions of the concept racism corresponds to the experiences of racism, and how this again 
corresponds to the enforcement of the Law, particularly §185. Two cases of Sumaya Jirde Ali, with 
different outcomes, will serve as good examples in this matter and will be analyzed. 

Our submission is aimed at sharing tentative research findings that are part of the larger project 
aimed at preventing violent behavior in social cyber spaces of local communitiesiii.  The findings here 
are extracted from a study on several stakeholder approaches to the task of combating online hate-
speech through data and/or AI. This presentation will focus on the work of the Police and relevant units. 
Using human rights as its overall frame, the main objective is to explore the legal, social, technological, 
and ethical parameters that defined and/or constrain the work of the Police and selected hate crime units. 
Specifically, the objectives are to: 

• Explore how the Police and the different units identify and define parameters and frames of 
their work on online hate-speech, through data, AI and other means. 

• Gain an understanding of the processes, actions and outcomes in fighting online hate-speech. 
• Highlight tensions (or grey areas), especially in the legal framework and the implication on 

local communities, groups and individuals victimized by online hate speech.  
In all this, we want to share the positive strides made by the Police as well as highlight the challenges 

they face in the fight against a novel, complex, multi-faceted and ever-changing societal problem. It is 
a goal of this research to contribute with recommendations, guidelines/solutions. This data will also 
feed into the development of real-time technical tools to support the police work. 

2. Conceptual framework 

Principles on fundamental Human rights such as: promoting human values and dignity; safety and 
security; fairness and non-discrimination; living in peace; accountability and freedom of expression and 
digitization – form the conceptual frames for the analysis (Kiritchenko, Nejadgholi and Fraser, 2021). 
We particularly revisit the debate on freedom of expression as a double-edged sword in the discussion 
on the its limits with regards to online hate speech. Our discussions unpack the tensions (and 
shortcoming especially within the existing legal frameworks) in a bid to fill gaps in the fight against 
online hate speech (Bennedek and Ketteman 20203 ; Calson, 2021; Kierulf 2021).  

3. Methodology 

Our discussion will share insights we obtained through qualitative methodologies including a 
workshop with stakeholders, interviews and focus group discussions with individuals within the 
Norwegian Police force between October 2022 and February 2023? We will triangulate the data with 



15 
 

literature on hate-speech and court documents from Norwegian Supreme Court on online hate speech, 
to find practice and identify grey zones and point out where the tensions might be.  
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Abstract  
This paper discusses the use of artificial intelligence (AI) in the Norwegian public sector, 
particularly projects involving personal data. The study includes a survey with 200 public 
sector organizations and interviews with 19 of these using person data. The findings suggest 
that AI development in the public sector is still immature with few projects involving person 
data in production. Political pressure to use AI in the sector is significant, creating expectations 
about its use. Limited knowledge and focus on directing AI development among management 
has made individuals and units with the resources and interest in experimenting with AI an 
important driving forces. The study found that the journey from idea to production of AI in the 
public sector presents many challenges, which often leads to projects being temporarily halted 
or terminated. Furthermore, a wide definition of AI creates confusion about the use of different 
AI techniques and their role in decision-making. While AI can contribute to the streamlining 
and improvement of public services, it also has risks and challenges, including the risk of 
producing incorrect or discriminatory results. This, however, was not a significant concern or 
topic in the public sector AI projects. Instead, other concepts such as ethics, fairness, and 
transparency took precedence.  
 
Keywords  1 
Artificial intelligence, public sector, discrimination 

1. Introduction 

Artificial intelligence (AI) has made significant progress in recent years. It has been identified as 
one of the most important technologies of the 21st century [1], expected to have a major impact on 
solving small and large social challenges with an effect for private and public sectors and for individuals 
[2]. AI is considered an important tool for improving and making the Norwegian public sector more 
efficient. Adopting AI, however, also entails challenges and risks, including the risk of incorrect, unfair, 
or discriminatory results. This has concerned researchers [3-9] and national and international initiatives 
are on their way with suggestions for minimizing such risk [10-14]. This paper reports from a study of 
AI projects in the Norwegian public sector, mapping the use and plans for using AI, and the challenges 
experienced. A critical risk of AI producing discriminatory results for social groups and individuals is 
related to the use of personal data in an AI system. While this is a risk in private as well as public 
sectors, AI involves a particular set of challenges for the public sector. Public sector organizations are 
subject to strict laws and regulations for handling personal data, they are obligated to ensure equality 
for a diverse population in public services, and the “customers”, the citizens, cannot choose another 
service provider. Thus, potential risks of using AI are critical to manage for the public sector, in order 
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to avoid AI amplifying existing discrimination, creating new grounds for discrimination, or reducing 
citizens' trust in the public sector. 

The public sector in Norway is working purposefully to contribute to the development and 
improvement of public services in an efficient and sustainable manner. Digitization and the use of new 
technology are important tools to achieve this, and here, AI can make a significant contribution. The 
use of new technologies helps to create public digital services that are tailored to users' needs [15]. Used 
at its best, AI can contribute to the streamlining and improvement of public services. There are good 
examples of the use of AI in Norway, for example in the healthcare sector. The desire for and the 
potential for further use are emphasized, for instance in the National Strategy for Artificial Intelligence 
[14] pointing out that Norway has many things in place for succeeding with AI. Norway is characterized 
by a high level of trust in the public sector, a high degree of digital competence in the population, a 
well-developed technological infrastructure, and a public sector that has come a long way in developing 
digital administration. Special advantages in the work with AI are good registry data and long time 
series, which may provide important access to data for developing AI [16]. The AI strategy also 
emphasizes that public organizations "have the capacity and competence to experiment with new 
technologies", which can be crucial for the public to be able to adopt new technology, such as AI. 

2. Methods 

A mixed methods strategy was used, starting with an online survey inviting 467 state and municipal 
organizations from various sectors including health care, education, labour and welfare administration, 
tax authorities and more to respond to questions about use and plans of using AI. 200 organizations 
responded to the survey, out of these, 59 had active projects or plans for using AI, and 39 involved 
person data. Since the study focused on risks of discrimination, the organizations that had AI projects 
and plans involving personal data were invited to in-depth interviews, resulting in a total of 19 
interviews with governmental, municipal, and inter-municipal organizations. The informants included 
18 men and 9 women. Some were managers, while the majority had a professional background in 
information technology and AI. Below we share some of the findings from the analysis, based on the 
in-depth study of those AI projects that involved person data.  

3. Findings 

The National AI strategy employs a wide definition of AI, from machine learning (ML) to 
automatised processes. We started the survey with a similar wide definition to let the respondents decide 
what they included in a definition of AI, thus, among the AI projects involved in this study were both 
ML and simple automated procedures.  

Many public sector organizations are exploring how AI can be used to improve public services and 
make them more efficient. The AI projects we encountered had a variety of goals, from improving the 
quality of data, detecting suspicious patterns and errors in the data, predicting needs in the organization 
or users’ behaviour, and more. Some of these projects had been initiated to explore the possibilities of 
AI for the services, or for testing AI models. Most of the AI projects involving person data were, 
however, still in an early stage, exploring and developing the possibility of using AI.  

Our analysis showed that the journey from idea to production of AI in public sector presents many 
challenges that often lead to AI projects being temporarily halted or terminated, resulting in only a few 
AI projects operating on person data that had reached the production stage. The figure below illustrates 
identified challenges of AI projects as a series of elements that need to be in place to safely navigate 
from start and the design of the project to the end and being "in production".  

 

 
Figure 1: A hop-on-hop-off journey of AI projects 
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Although the elements of the figure do not represent a perfect or necessary chronological 
development, the figure illustrates the development of an AI project with the different elements 
representing stops on a hop-on-hop-off journey: Not all the AI projects had started with an overall 
design or management strategy, and not all had reached the end stop of being in production. Most 
respondents to the survey agreed that there was a need for more knowledge about AI among leaders. 
The emphasis on exploring the technology also illustrated weak leader involvement in some of these 
projects. It is rather a matter of who wants to participate, one of the informants told us. Data involved 
many challenges, as found elsewhere [17], from access to GDPR and juridical frameworks that made it 
difficult for public sector to use their own data for developing AI systems, to known and unknown bias 
in data [18, 19]. Access to technical expertise varied with the size of the organization, and this also 
influenced whether the system was developed in-house or bought, sometimes specially designed, 
sometimes referring to shelf-ready AI algorithms. Some of the projects with external tech support had 
experienced that lack of domain competence and insights into the organization’s requirements had 
introduced weaknesses and challenges to the AI project. Some of the projects had experienced that 
failing to involve juridical competence at an early stage had led to an abrupt stop, and some struggled 
with strict interpretations of GDPR and risk assessments that for some became barriers for exploring 
AI possibilities. Finally, few of the AI projects had engaged with questions of discrimination. “We 
haven’t thought about that, thank you for reminding us”, one informant said. We also found a tendency 
for other considerations and concepts such as AI ethics, fairness, and transparency, taking precedence 
while discrimination in line with the definition of the Norwegian Anti-Discrimination Act was only a 
topic in a handful of AI projects. This seems to reflect discussions of AI in general [20, 21].  

4. Discussion and conclusion 

Our study focused on the public sector organizations with ongoing AI activities with an emphasis 
on projects involving person data. The findings illustrate that the AI development is still quite immature 
in large parts of the public sector. The development seems to be relatively little leadership-driven and 
more driven by interest and willingness to experiment and test the technology. In addition, there is 
political pressure to use AI in the public sector, which was mentioned several times in the interviews. 
Thus, we can identify three levels of driving forces for the current AI development in the Norwegian 
public sector:  

 
• The political level: strategies for digitalization in the public sector and for AI in Norway create 
expectations about the use of AI [14, 15].  
• The management level: the management level in the public sector was considered to have 
limited knowledge of AI and a limited focus on establishing and directing the development of AI in 
the sector. 
• The organizational level: individuals and units within each organization that expressed a 
“willingness to contribute” to AI development were important for initiating AI projects. 
 
While the political level pushes AI into the sector, even creating a pressure for taking it up, the 

management level is less visible in many of the AI projects, while individuals and units with knowledge 
about and the resources to experiment with AI, seem to be the driving force in many organizations. This 
indicates that the public sector is still quite immature in the field of AI, also reflected in other studies 
[16, 22].  

Another critical issue for engaging AI in the public sector was the confusion arising from the wide 
definition of AI in the National AI strategy, involving everything from simple automation to ML 
techniques. Only automated procedures can be used for decision making in public sector, while all kinds 
of AI techniques involving ML can only be used for supporting decisions, with humans having the final 
say. Putting these different technologies in the same pot creates a confusion both inside and outside the 
public sector, making it less clear when and how technology vs. humans is making the decisions.  

This also highlights the importance of interdisciplinary competence for successful AI projects, as 
these projects do not operate in a digital vacuum but must interact with a range of different social, 
cultural, political, legal rules and regulations [10, 21]. 
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Finally, the issue of discrimination is not high on the agenda of AI projects in the public sector. 
Other concepts such as AI ethics, fairness, and transparency appear to take precedence before 
discrimination, leaving a gap to be filled by future policy and practice.  
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Abstract 
The success of machine learning models is mainly attributed to the massive amount of training data. 
However, as the raw data is not available, one cannot tell whether private or biased data has been used 
or not. In this paper, we highlight the importance of data auditing for published models and propose to 
exploit privacy inference methods for judgment. We hope that this work can inspire subsequent studies. 

Keywords 
Machine learning, data auditing, data regulation, privacy inference 

1. Introduction

Machine learning has made significant progress in recent years, with advancements in the 
areas of natural language processing, computer vision, and deep neural networks. These 
developments have led to the production of powerful models which are capable of performing 

incredible generative tasks, such as Stable Diffusion [1], DALL·E 2 [2] and ChatGPT [3]. These 

technological leaps are not only dependent on upgraded hardware computing resources, but 
also require massive amounts of data as fuel. For instance, ChatGPT is trained on 570GB of data 
obtained from the Internet, including websites, books and articles [4]. 

However, as the original training data is not available, people would like to know if there is 
inappropriate usage of private or disputed samples. As recently as February 2023, Getty Images 
has sued the creator of Stable Diffusion and claims that 12 million copyrighted images were 
‘unlawfully’ copied [5]. Therefore, data audits of the published models are essential. On the one 
hand, it is possible to verify whether a given data is used by an enterprise to train product-level 
models without authorization. On the other hand, the users would like to know if the training 
data is disputed or discriminatory towards certain minority groups. 

In this paper, we aim to highlight the importance of data auditing for published models and 
to give a feasible approach to auditing. The difficulty with auditing is how the auditor can 
make a judgment without access to the training data, just by the model parameters or the 
outputs returned by the API interface. We propose that auditors can fight fire with fire, in other 
words, to exploit existing privacy inference attacks to indirectly achieve the purpose of auditing. 
Specifically, member inference attacks (MIA) [6, 7, 8] can be applied to verify the misuse of 
sensitive data, while property inference attacks (PIA) [9, 10, 11] can be performed to inspect 
the characteristics or the distributions of the training data. We hope to raise awareness of the 
significance of auditing, and shed light on the following works in this area. 
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2. Privacy Inference for Auditing

In this section, we first introduce the two most prevalent attacks on privacy inference - mem-
bership inference attacks (MIA) and property inference attacks (PIA), and then describe how
these approaches can be exploited for auditing the data. Finally, we formalize the challenge as a
game of auditing and convert it to a classification or a regression problem.

2.1. Membership Inference Attacks

The membership inference attack (MIA) was initially proposed by Shokri et al. in 2017 [6]. As a
privacy leakage approach, the goal of the attacker is to identify the membership of a specific
sample, that is, to determine whether a given data has been used in the training process or not.
Actually, MIA can be classified into two categories: white-box and black-box attacks, which
reflects the difference in the capabilities of the attacker.

In the white-box attacks, the attacker has full access to the model and its parameters [12].
In contrast, in black-box attacks, the attacker only has access to the input-output behavior
(e.g., predictions of the input data) of the model [6, 7]. Furthermore, in collaborative learning
or federated learning, the updated gradients can also be exploited as white-box information
for MIA [13, 14]. In general, white-box attacks are more powerful than black-box attacks, as
the model parameters or gradients imply more information about the original data. Like the
purpose of MIA, data auditing is intended to examine whether the training dataset includes a
private sample when only the model or API access is available.

2.2. Property Inference Attacks

Property Inference Attack (PIA) is another type of privacy leakage that aims to infer sensitive
global properties of the training dataset from a machine learning model. Different from MIA,
PIA is more interested in extracting a certain attribute or distribution of the training dataset,
rather than an individual instance. For example, in a dataset with ethnicity, the attacker may
want to know which attribute value is dominant (e.g., if there are more whites) or what the
precise ratio of the attribute value is (e.g., 60% whites vs. 35% whites) [11].

Similar to MIA, PIA can also be divided into white-box attacks [9, 10] and black-box attacks
[11], corresponding to the access to the model parameters and the API interface respectively.
For auditing applications, the usage of PIA as a tool can discriminate whether there is some
preference, or even undesirable discrimination, in the training dataset. In Table 1, we summarize
these approaches, the required knowledge and the objectives of auditing.

Table 1
Privacy Inference Attacks for Data Auditing

Inference Approaches Knowledge Objectives of Auditing

Membership Inference (MIA) Black-box / White-box Existence of a target private sample

Property Inference (PIA) Black-box / White-box Preference of a biased distribution
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2.3. Problem Statement of Auditing

As privacy inference attacks are introduced as tools, we then formalize the problem of auditing.
Inspired by previous works [15, 16], we consider a game of data auditing between an auditor
𝒜 and a challenger 𝒞. The goal of the auditor is to use privacy inference approaches on the
challenger’s model to find potential training samples (or properties) that are private (or biased).
The challenger could be a company or any entity whose released model is suspected of unlawful
data usage. With access to the model’s parameters or the API’s interface, the auditor has to
estimate which feature 𝑝 from the prior knowledge space 𝒫 is inherent in the training data 𝐷𝑝.
By appropriately defining the space 𝒫 , this game can be generalized to infer the membership of
a target sample or a property of the training dataset.

Game 3.1 (Auditing Game). The game proceeds between an auditor 𝒜 and a challenger 𝒞.
Both have access to a distribution D, and know the prior space 𝒫 and training algorithm 𝒯 .

(1) The challenger samples a dataset 𝐷𝑝 ← D with a target feature 𝑝 from 𝒫 .
(2) The challenger trains a model 𝑓𝜃 ← 𝒯 (𝐷𝑝) on the dataset 𝐷𝑝.
(3) The challenger gives the auditor query access to the model 𝑓𝜃 .
(4) The auditor presents an estimation 𝑝̂ about the target feature 𝑝.
(5) The auditor wins the game if 𝑝̂ = 𝑝 or ‖𝑝̂− 𝑝‖ ≤ 𝜖 (𝜖 is small).

The space 𝒫 captures the auditor’s prior knowledge about the possible values that the target
features 𝑝 may take. In the membership inference game, for a particular target sample 𝑥 the
feature is denoted as 𝒫 = {𝑥,⊥}, where⊥ indicates the absence of the sample data. That is, the
auditor needs to estimate whether the model 𝑓𝜃 is trained on 𝐷𝑝=𝑥(𝑥 ∈ 𝐷) or 𝐷𝑝=⊥(𝑥 /∈ 𝐷).
While for the property inference game, the space 𝒫 contains a set of target attribute values,
i.e. 𝒫 = {𝑎1, 𝑎2, · · · , 𝑎𝑘}, wherein the set could be finite or infinite. The auditor provides an
estimation 𝑝̂ of the inherent property 𝑝 ∈ 𝒫 of the training dataset 𝐷𝑝. If the distance (i.e.,
‖𝑝̂− 𝑝‖) is bounded in a small range 𝜖, the auditor wins the game. Generally, the auditing of
membership can be treated as a binary classification problem, while the game of property can
be regarded as either a classification or a regression problem.

3. Conclusion

In this paper, we elaborate on the necessity of data auditing for published models, and propose
a series of feasible approaches with reliable privacy inference attacks. We first introduce the
membership inference attacks and property inference attacks, and explain why these methods
can be exploited for examining the training data. Then, we formalize the challenge as a game
of auditing, which can be converted to a classification or a regression problem. The practical
implementation of solving such a problem is left to future research. We hope to attract the wide
attention of data auditing and shed a light on the following works.
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Abstract 
The world is seeing a rapid increase in the population of the aged. This combined with a shortage of 
affordable care-giving man-power leads to a dependence on automated systems for monitoring the well 
being of the elderly and detecting abnormalities. There exist techniques based on sensors of various 
types to detect and recognize daily activities of the elderly and detect anomalies. While such sensor 
based techniques are effective at detecting immediate exigencies, they are unable to comprehend gradual 
deterioration in the behavior of the elderly indicating conditions like dementia and alzheimer’s, for 
example. This aspect is also not properly addressed in literature. This paper introduces a system for the 
comprehensive detection of anomalies in the activities of the elderly using a graph-based approach. This 
employs dynamic activity graphs where anomalies are detected using a dissimilarity score. The proposed 
approach is capable of detecting both short-term and long-term anomalies in the daily activities of the 
elderly. 

Keywords 
Behavioural Anomaly, Activity Graph, Graph Matching, Activity Detection and Recognition. 

1. Introduction

The world continues to age rapidly, and the number of persons aged above 65 years is expected 
to reach 1.5 billion in 2050 [1]. Countries are therefore grappling with the issue of facilitating 
independent living for the elderly. With labour shortage being another issue, substantial 
investment is directed toward developing automated monitoring capabilities for the elderly. 
There are numerous approaches in literature for detecting daily activities of the elderly (and 
also in general) in indoor settings through the use of wearable sensors [2], ambient sensors [3], 
and vision sensors [4, 5]. 

Anomalies in the behaviour of the elderly may be classified as ‘sudden’ including phenomena 
like falls termed as short term anomaly and ‘gradual’ that encompasses variations in the daily 

routine of an individual over time termed as long term anomaly. Few examples of the long term 

anomalies in elderly are: elderly start spending more/less time in bed; started using toilets more 
than usual; not going out; missing other activities more often. Few of these anomalies may also 
be indicated by the short term anomaly detection systems but the nature of such anomalies 
will not be severe but if these patterns keep repeating for the longer duration than can be 
dangerous and termed as long term anomaly. Approaches in literature are mostly capable of 
recognizing short term anomalies and very few log and analyse changes in behaviour to detect 
long term anomalies. They miss out, therefore, on potentially detecting and  comprehending 
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Figure 1: Workflow of the proposed Comprehensive Anomaly Detection System(CADS).

patterns in behavioural change that may not require immediate intervention but can indicate
long-term pernicious health issues. The few endeavours in literature that do focus on long term
behavioural anomaly detection take one of the following approaches: activity-wise anomaly
detection [6, 7] that detects abnormalities in the execution of an activity, i.e., changes in the
duration of the activity, or the location where the activity is performed; and sub-sequence wise
anomaly detection [8, 9] that looks at anomalies in the ordering and sequencing of activities
[10, 11].

These approaches classify behavioural anomalies either at a fine-grained level and look at
individual activities separately, or a more coarse-grained level and focus on combinations of
activities over the whole day. In addition to this, detected anomalies are handled similarly,
irrespective of their level of severity. For example, sleeping more/less than normal is a less
severe anomaly than missing medicine doses whereas falling down is the most severe anomaly
and demands immediate intervention. There needs to be, therefore, a robust mechanism that
immediately alerts the concerned caregiver for severe anomalies or keeps track of less severe
anomalies that eventually over a period of time indicate a behavioural change and perhaps the
build up of an adverse medical condition.

This paper aims at comprehensive activity monitoring and anomaly detection over the long
term. In addition to this, a mechanism is proposed for triggering immediate intervention for
severe anomalies; and for studying and analysing behaviour patterns over a period of time
based on detecting and logging less severe anomalies.

2. Proposed Methodology

Existing approaches for activity monitoring and anomaly detection, as discussed earlier, look at
limited portions of the activity network and are unable to comprehensively study behavioural
patterns. Our objective is to develop a complete tool for monitoring the behavioural patterns of
the elderly over short and long durations. The proposed system detects anomalies at the level
of 1) individual activities, 2) within sub-sequences of activities, 3) within longer sequences of
activities constituting the entire day, and 4) finally within activity networks spanning multiple
days. Such comprehensive analysis and anomaly detection at varying levels of granularity
leads to a good understanding of the behavioural patterns of the individual. This facilitates
detection of anomalies in behaviour and drawing sound predictions on potentially adverse
medical conditions.

The proposed system in Figure 1 comprises six modules starting from activity detection and
extends up to the point that the system informs concerned personnel about the well being of
the monitored individual. The activity detection and recognition module detects and classifies
activities from streaming data emanating from various sensors (i.e., wearable, ambient, or vision).
The proposed framework works at the activity level and utilizes existing activity detection and
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Figure 2: Daily Activity Graph for Elderly (Each edge A-B is represented by a tuple (p,q), where p is the
transition probability from A to B and q is the transition probability from B to A.

recognition systems depending on the sensors involved. The daily activities of an individual
are represented using a dynamic graph 𝐺𝑡(𝑉𝑡, 𝐸𝑡) [12] called the Daily Activity Graph (DAcG).
A sample DAcG for an elderly person is shown in Figure 2. The nodes of the graph denote
features describing an activity and the edges from a node denote the probabilities of occurrence
of subsequent activities. The DAcG for several days together indicate the ‘normal’ behaviour of
a monitored individual. We call this 𝐺𝑟𝑒𝑓 the Reference Graph of daily behaviour.

Anomalies in the behaviour of a monitored individual are detected at three levels: activity
level, sub-sequence level, and day level. An activity is classified as normal or anomalous based on
features like activity start time, activity duration, location of activity. Based on these parameters
a combined anomaly score is calculated and the nature of an anomaly is established (i.e., low,
medium, high). A sub-sequence level anomaly is detected by matching[13, 14] a sub-graph 𝐺𝑡′

with the Reference Graph 𝐺𝑟𝑒𝑓 with the latter being classified as anomalous or normal based
on the matching scores. A day level anomaly is detected by matching the current DAcG 𝐺𝑡

with the Reference Graph 𝐺𝑟𝑒𝑓 .An anomaly and the nature of the anomaly is established by
combining the matching scores and anomaly scores of individual activities.

The long term behaviour tracking module is responsible for tracking changes in the behaviour
of the monitored elderly based on comprehensive assessment of his/her daily activities over
a period of time (i.e., weeks, months, quarters, or years). This module comprises generating
periodic graphs and comparing successive periodic graphs to identify abnormal patterns, if any.

The alarm and profiling module primarily works towards establishing a robust system for
effective communication of an adverse medical condition to designated caregivers of the moni-
tored individual.

3. Conclusion

In this paper, we proposed a comprehensive system for anomaly detection in the daily activities
of the elderly. The proposed system is unique because it not only enables the detection of
immediate anomalies but also enables analysis and comprehension of behavioural patterns of
an individual over the long term. An understanding of the latter facilitates early detection and
diagnosis of pernicious developments like dementia and alzhemer’s. We expect the system to
be of utility to the elderly and also assist caregivers in providing better care.
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Abstract 
It is already known that the diet of the world’s population has a massive impact on climate 
change. However, how climate change effects the growing conditions of ingredients for 
different foods and beverages, and emission rates due to, for example, production and logistics 
are still not known. In this work, different datasets have been explored to study the feasibility 
of interlinking datasets to automatically generate alternatives for the climate change–aware 
food items substitution. A core question to be answered is what the alternatives of the mostly 
consumed crops in current diets in the Netherlands in case of a climate change can be. The 
main crop attributes taken into account are nutritional composition and the growing conditions. 
The growing conditions of three most-consumed crops in the Netherlands have been linked 
manually to their nutritional composition data and a corresponding knowledge graph is created. 
This study shows that linking various data semantically promises to generate alternatives 
automatically.  
 
 
Keywords  1 
Climate change, food replacement, knowledge graph, reasoning, decision making 

1. Introduction 

It is already known that the diet of the world’s population has a massive impact on climate change 
[1, 2]. However, still too little attention is being paid to the climate change’s impact on the growing 
conditions of ingredients for different foods and beverages and to emission rates due to, for example, 
production and logistics. The provenance and climate change impact of various foods are often not 
clearly known or accessible, both for end consumers as well as for the whole supply chain elements.    

To give an example, many food options are un-trivial and interdependent in terms of sustainability, 
for example, it may be not trivial to consumers that production of mineral water – due to the packaging 
materials used – may be more damaging the climate than the production of rice, and further aspects 
(e.g. logistics) become relevant. As in all information-intensive environments, food producers and con-
sumers continuously face complex decisions on which ingredients or products to choose, in which 
amounts and how to process them or which alternatives to select for the products they consume regu-
larly. To make decisions, they need access to data about these food items, for example their nutritional 
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value, taste, sustainability characteristics as well as the nutrients that they need to consume and logistics 
information. This information is still scattered, and the quality of the data varies. Meanwhile, data in-
dicating climate change impact of different foods and beverages exists (or can be collected) as well as 
data on the supply chains. However, these data are still often not easily available and discoverable, and 
have no explicit connections between them. 

In this work we aim to reach a clear understanding of the diets and how to make them equivalently 
nutritious, sustainable, but also evolve them accounting for the climate change or re-design the diets 
considering and adapting to climate change characteristics taking into account the growing conditions. 
The main question that is to be answered with this research is: “How can we interlink datasets so that 
an alternative to the current consumed products can be (automatically) found by taking into account the 
nutritional composition, growing conditions which will be effected by climate change and sustainability 
information?” and “To what extent can that process be automated?”.  

The objective of the research is to identify the relevant data and make them more accessible for 
discoveries and supporting (automatic) decision making in the food supply chain and for end consum-
ers. Thus, the goal is to develop and generate knowledge graphs, benefiting from semantic technology 
which helps interlinking scattered information using standardized concepts. With employment of 
knowledge graphs and using them for interlinking, one will be able to create a web-like large-scale data 
infrastructure and tools to easily explore it for everyone, as well as to assist in making estimates of CO2 
footprints of various foods and beverages, and how to adapt the diets given the climate change.   

The remainder of this document is organized as follows. Section 2 explains the methodology of the 
work. In Section 3, the results are presented, and Section 4 describes the conclusions. 

2. Approach 

As the datasets are scattered, the research started initially by making an inventory of the available 
datasets, ontologies and knowledge graphs on food products, and the impact of climate change on avail-
ability the food products availability. The datasets screened were SHARP Indicators Database, Food 
Consumption Impact datasets (Optimeal-Blonk Sustainability Datasets), RIVM Sustainability dataset, 
Pizza dataset, The Eaternity Database, Data Explorer: Environmental Impacts of Food, Dataset on po-
tential environmental impacts of water deprivation and land use for food consumption in France and 
Tunisia, Ireland and UK database (Michael Clark), World Food LCA Database. Among those, a few 
are publicly available [3, 4, 5, 6, 7, 8, 9, 10, 11]. 

As the databases and datasets are from all over the world, the food products vary from one database 
to another and it is not straightforward to map them. Additionally, the existing food databases provide 
information about impact of food consumption on sustainability and they do not have a direct link to 
changing climate conditions which is required to determine alternatives for the original products that 
are currently part of the diets.   

We then defined a use case that focuses on the most-imported crops in the Netherlands to connect 
the consumption to the changing climate. The imported crops are used to evaluate their important nu-
tritional values and to find alternative crops in case the Netherlands may run out of the most-imported 
crops in a changing climate over years. For this goal we use the FAOSTAT Database [12]. The crop 
information was manually interlinked to growing conditions. The most useful information was consid-
ered to be found in the ECOlogical CROP Database (ECOCROP). 

3. Results 

The use case focuses on the most-imported crops in the Netherlands. We first have followed a 
manual process to run the use case. Our aim is to determine the most imported crops to the Netherlands 
in order to evaluate their important nutritional quantities and values and to find alternative crops to 
mostly imported crops in case Netherlands may run out of these in a changing climate over years. Top 
10 commodities that were imported to the Netherlands within last 5 years (2016-2020) were screened 
using TRADE Datasets for Crops and livestock products in FAOSTAT database. Moreover, commod-
ities supplied to the Netherlands were evaluated using Food Balance Datasets in terms of Domestic 
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Food Supply Quantity (1000 tonnes/yr) and Food Supply Quantity (kg/capita/year). These commodities 
are listed in terms of their import quantity, import values, supply quantities in descending order. We 
focused on three main commodities which are imported in high quantities and supplied to Dutch popu-
lation, and selected soybean, wheat and potato as mostly imported and consumed food products. The 
next step was to find nutritionally similar alternative crops using the NEVO Dutch Food Composition 
Database. We have also searched for growing conditions of original and alternative crops, and devel-
oped knowledge graphs to link these data and re-use parts of the existing knowledge graphs. The alter-
natives are generated by manually processing the intersection of the different result sets.  

Manually generated alternatives. To find alternatives to the three crops, we have focussed on 
parameters of climate resilience, nutrient-rich comparable crops and food products that have been 
screened using knowledge rules provided by a dietary expert using the NEVO Database. These possible 
alternative crops have then been evaluated in terms of their resistance to temperature increases in a 
changing climate using crop growth temperatures from the ECOCROP Database.  

Generating an ECOCROP ontology. The ECOCROP database is transformed into a knowledge 
graph manually. First, the dataset has been cleaned. The measurementType ‘optimalGrowthTempera-
ture’ has been subdivided into maxGrowthCelsiusTemperature and minGrowthCelsiusTemperature to 
distinguish between the two as well as add a unit into the predicate. The triples consist of the occuren-
ceID as subject, measurementType as predicate and measurementValue as object. They have been trans-
formed using OntoText’s Refine tool and have been loaded into an RDF repository in RDF4J. OntoText 
Refine is a software tool that supports the transformation of string data into knowledge graphs [13].  

ECOCROP extension and interlinking to FIO and FoodOn. We have extended ECOCROP 
manually by adding triples linking some of the occurenceIDs in ECOCROP to the IDs of crops in 
FoodOn (including NCBITaxon [14]) and food items in FIO (Food Item Ontology [15]), based on the 
RIVM NEVO IDs. In FoodOn, we have chosen for instances of the organism class, because it represents 
the plants rather than the different foods that may originate from these plants. The plants are grown 
under (climate-changing or not) temperatures, namely, not particularly the foods. The relation used for 
linking the concepts is the owl:sameAs relation.  

Subsequently, we have loaded the triples in the triple repository, where the information can be 
queried using SPARQL. In the future, this could be done by an automated tool. The query that we have 
formulated searches for crops that are more resilient to a warmer climate, being candidates to replace 
the current crop. So far in this exercise, we have only focused on the maximum growing temperature 
being one of the important factors in climate change on crop growth [16]. In our examples, the maxi-
mum optimal growing temperatures are 33°C for soybean, 23°C for wheat and 25°C for potato. Com-
bining this information with nutritional values information, still leaves multiple options for food alter-
natives with similar nutrition characteristics. For example, for potatoes, possible alternatives are beans 
white/ brown dried, peas green dried, chestnuts raw, tapioca, cassava raw, taro raw, yam raw, tannia 
raw, beans black eyed dried, peas split yellow/green dried, tamarind, flour cassava. 

The open access ECOCROP ontology and knowledge graphs created in our project are available at: 
https://git.wur.nl/FoodInformatics/i-know-foo.git   

4. Conclusions 

More sustainable food production, distribution and consumption options can be discovered by all 
stakeholders, eventually leading to near-zero CO2 emission diets and sustainable food production that 
will have a positive impact on climate change and will also be adaptive to it.  Linking datasets and 
unchaining the information about crops and food products allow automatically finding nutritionally 
similar alternatives in a case of changing climate. This research demonstrates that automation is possible 
here. In this work, alternatives are generated manually for three most-imported crops in the Netherlands 
to showcase the feasibility of automatic generation.  The growing conditions of the crops are defined in 
the created by us ECOCROP ontology that is based on open ECOCROP data. The linking between 
NEVO database and the ECOCROP ontology is done through the NEVO codes.   
Acknowledgements. This work has been partially funded by WUR investment theme “Data Driven 
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Abstract  
In this paper, an interactive design system facing the Metaverse is proposed, that is expected 
to be capable of integrating the design’s physical content. For this purpose, the key to realize 
this system, the product design process and its related design knowledge, has been modelled. 
The designer’s professional knowledge is extracted and simulated as several perceptual 
cognition models. A fuzzy transformer method is innovatively developed for the perceptual 
cognition model’s computational modelling.  
 
Keywords  1 
Metaverse Design System, Design support system, Knowledge-based system, Human-centred 
design, Fuzzy transformer.  

1. Introduction 

The Metaverse is considered to be another revolution of the Internet [1], which can bring users an 
immersive experience and provide them with a channel connecting the real and virtual worlds [2,4,5,7-
9]. In terms of design, the virtual environment provided by the Metaverse is completely a new 
environment [6]. The completion of design practice is based on a generalized design process and its 
related design knowledge [12].  

The proposed system follows the general design process of Design-Display-Evaluation-Adjustment. 
The main sections of this work are as follows: 

• An interactive knowledge-based design system facing the Metaverse is developed to 
enhance the user-Metaverse interaction.  

• The general design process of Design-Display-Evaluation-Adjustment has been raised and 
applied to the proposed system to realize the interaction mechanism for the system. 

• A fuzzy transformer method is innovatively developed for the perceptual cognition model’s 
computational modelling.  

2. The proposed system and its disciplinary 
2.1. Principle of the proposed system 

The structure of the proposed system is shown in Figure 1. The proposed system links the real world 
and the Metaverse. The general working principle follows the cycle of Generation-Display-Evaluation-
Adjustment.  
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Figure 1: Working flowchart of the proposed automatic pattern generation system. 

2.2. Principle of the proposed system 

1. The basic process of design is “communication-conception-solution”. The proposed cycle of 
Generation-Display-Evaluation-Adjustment interactive structure used in the proposed system follows 
the design process.  

2. It is necessary to establish a Perceptual-Cognitive Descriptive Space (PCDS). The proposed 
Perceptual-Cognitive Descriptive Space (PCDS) consists of a set of paired adjectives.  

3. The research on the matrix of product components is mainly based on ontology theory, which 
analyses the generation and physical structure of a product and its interrelationship.  

4.  Each product component corresponds to some perceptual image expression. The perceptual image 
of the Product Components Matrix (PCM) is expressed as the coordinate relationship of product 
components in the Perceptual-Cognitive Descriptive Space (PCDS).  

5.  As is shown in Figure 2, a fuzzy transformer method is proposed. Firstly, fuzzy logic, as a 
classical fuzzy modelling method is used to quantify the subjective evaluation results. In order to 
process the quantified data, a k-means-based transformer method is proposed to cluster the data and 
obtain the final result. 

 
Figure 2: The working principle of the proposed Fuzzy Transformer method. 

3. Case study and related experiments 

3.1.1. Experiment I: Computational dress perceptual cognition modelling 
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Experiment I is designed to establish a Dress Design Knowledge Base (DDKB), namely the 
relationship between each dimension of the Dress Perceptual-Cognitive Descriptive Space (D-PCDS) 
and each alternative of the Dress Components Matrix (DCM). 

3.1.2. Exploring the application of the computational dress perceptual 
cognition model: development of a personalized dress design system 

Based on the computational dress perceptual cognition model established in this project, a 
personalized dress design system can be developed, as shown in Figure 3. The general working principle 
of the system is the “Design - Display - Evaluation - Adjustment” cycle. The cycle will be performed 
repeatedly by the user until a final satisfactory result is obtained.  

 
Figure 3: Working flowchart of the proposed personalized garment style design system based on the 
proposed perceptual cognition computational model (CMPCGSD). 

3.1.3. System evaluation 

In order to verify the effectiveness of the personalized dress design system proposed in this paper, a 
group of 60 female users aged 16-45 were involved in the validation experiment. The results show that 
the experimental data is effective. 

4. Conclusion 

This work aims at the extension of the application of the Metaverse to the design field. An interactive 
knowledge-based design system facing the Metaverse is developed. A fuzzy transformer method is 
innovatively developed to support this process. The proposed system greatly extends the application of 
the Metaverse and it can be applied to various product design system development.  
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Abstract 
We envision a set of universal, trustworthy, transparent and user-friendly data market plugins (called 
UPCAST plugins) for the automation of data sharing and processing agreements between businesses, 
public administrations and citizens. Our foreseen plugins will enable actors in data spaces to design and 
deploy data exchange and trading operations guaranteeing (i) automatic negotiation of agreement terms, 
(ii) dynamic fair pricing, (ii) improved data-asset discovery, (iii) privacy, commercial and administrative 
confidentiality requirements, (iv) low environmental footprint, as well as ensuring compliance with (v) 
relevant legislation and (vi) ethical and responsibility guidelines. To achieve these we need to consolidate 
mature research in the areas of data management, privacy, monetisation, exchange and automated 
negotiation, considering efficiency for the environment as well as compliance with EU and international 
initiatives, AI regulations and ethical procedures. 

Keywords 
Data Marketplaces, Data Privacy, Data Pricing, Data Sharing 

 
 

 

1. Introduction 

Digital technologies play a pivotal role in maximising the benefits of a data-driven society 
and a data-based economy but need to be solidly anchored to trustworthy, compliant, privacy- 
preserving and environmentally sustainable data sharing methods, architectures, and processes. 
These will enable citizens, businesses, and public administration/organisations to share and 
manipulate an ever-increasing amount of data, safely and efficiently. There is a worldwide strive 
to make our society empowered by data, where businesses and the public sector can make better 

and quicker decisions. Indeed, the European Strategy for Data1 actively promotes the creation 
of common European data spaces providing a seamless common digital market of personal and 
commercial data to facilitate value creation and growth for businesses and organizations. 

In this paper we advocate the need, and draw the map of steps, to design and deploy a 
set of universal plugins for data sharing, monetization and trading platforms that enable 
actors in common data spaces to collaboratively negotiate, improve and enforce data sharing 
contracts automatically (e.g. in the spirit of [1, 2, 3, 4] or [5, 6]), providing dynamic fair 
pricing mechanisms while implementing energy-efficient data exchange, ensuring privacy, 
confidentiality and legislation compliance and adhering to ethical and responsibility guidelines. 
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To ensure businesses and administrations alike can maximise the returns from data driven 
innovation, we need to consider the following challenges: 

 

• Data providers and consumers do not always understand the true value of data and are 
often unfamiliar with the requirements of data sharing and processing. 

• Emerging data platforms and marketplaces lack the interoperability tools to exploit 
synergies and solve data tasks across users and platforms. 

• There is an increasing complexity of drafting, negotiating and enforcing formal contractual 
agreements specific to privacy, regulation and other custom requirements of data sharing. 

 

To overcome these, organisations need to be pro-active to ensure that the approach of valuing 
and promoting privacy, trust, and data sovereignty, as well as competition law, is promoted 
and facilitated. Data, tools and platforms that do not conform to these values are less likely to 
be used in business. Furthermore, different organisations may have different needs for each 
dimension of a data transaction, e.g, some organisations may need help pricing of their datasets, 
while others may need assistance discovering datasets relevant to their business processes. 
Our solution to these challenges is to develop a set of universal plugins for data marketplaces, 
each covering one core aspect of a data transaction. Plugins may be used independently, or in 
combination with one or more existing data marketplaces. 

 
2. The UPCAST approach: Universal plugins for data markets 

In the context of a data marketplace, we assume two types of organisations that enter data 
sharing or trading agreements: customers that want to create a data product or take advantage of 
a data driven opportunity that requires the design and execution of a data processing workflow, 
and providers that offer resources in the form of datasets or data operations, e.g., storage, 
cleaning, analytics, querying, integration, encapsulated as APIs or services [7]. In some data 
processing scenarios, an organisation can be both a customer and a provider. UPCAST’s (see 
Fig. 1) aim is to provide end-to-end support to the following common scenarios: 

Scenario 1: A customer organisation owns and controls some of the datasets that are required 
for the workflow it wants to implement. To complete the workflow, the customer needs to look 

 
 

 
 

Figure 1: UPCAST Approach 
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in data marketplaces and find providers of further datasets or data operations. Providers on 
the other hand, enable the discovery of their resources within a marketplace. The customer 
discovers resources across marketplaces that match the operational, privacy, pricing, and 
environmental requirements of their desired workflow (see [5, 6, 8, 9] or [10, 1, 11, 12, 13, 14]). 
Once relevant resources are identified, customer and providers need to negotiate the usage and 
pricing conditions of each resource used in the workflow. All parties want to ensure that any 
privacy, legal, commercial, and administrative constraints are respected during the negotiation 
and subsequent execution of the workflow in a safe, secure and transparent way. 

Scenario 2: A public administration entity owns or controls a set of datasets and would like to 

integrate them and enable their sharing or exchange in compliance with legal and administrative 
privacy and confidentiality constraints. They would also like to understand how much their 
data is worth in the context of a data marketplace, or, if they are to provide their datasets to an 
interested party, how much they are worth in the context of a particular workflow. The public 
administration entity is willing to exchange data for other data or services. All processes need 
to abide to legal, ethical, and environmental frameworks, and be auditable. 

Scenario 3: A data marketplace provider wants to enable their data providers to trade 

data in compliance with legal and administrative privacy and confidentiality constraints. The 
marketplace also wants interoperability with other marketplaces to enable a wider data space. 
The marketplace would also like to understand synergies between datasets that they host order 
to suggest pricing functions and partnership opportunities to their clients. 

With UPCAST plugins, customers and providers achieve their goals executing the following: 
 

• Step 1 – Resource and Workflow Description: Providers and customers prepare descrip- 
tions of what they offer and what they need, respectively. Provider descriptions can 
be (i) Specification of technical characteristics including input/output description for 
data operations, dataset summaries and certificates of quality, environmental footprint 
or ethical data management, (ii) Usage conditions, that include constraints on privacy, 
confidentiality, data protection and pricing, among others. Customer descriptions sketch a 
high-level specification of the desired data processing workflow. They include the datasets 
and data operations they own, the requirements for datasets and data operations they 
need, and any additional conditions on the execution of the data processing workflow. 

• Step 2 – Agreement: Based on a Data Processing Workflow specification, customer 
organisations indicate or discover relevant resources. Providers of these resources are 
invited to a negotiation where all parties reconcile any conflicting conditions to reach a 
contractual agreement. Resources are integrated and the entire workflow is optimised to 
satisfy privacy, pricing, environmental and other conditions. 

• Step 3 – Monitoring execution: After an agreement is reached, the data processing work- 
flow is executed in a decentralised fashion, in a secure, safe, transparent, and auditable 
way, via the processes in place in the underlying marketplaces. 

 

UPCAST considers the role of third-party agents (‘oracles’), such as human-based agents, 
to help meet the need for interfacing between legal language and code. The AI assessment 
enforces best-practices regarding the reliable, fair and transparent use and development of the 
automated techniques within the UPCAST framework. 
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Abstract  
Point-of-sales data is very critical in retail to help businesses make evidence-driven decisions 
and formulate strategies to enhance their business operations and ensure customer 
satisfaction. Analysis of large and complex datasets gives better insights for decision-making, 
forecasting, and prediction in a retail environment. Timely identification of new trends helps 
a retail business align itself with the customers’ expectations and changing market 
expectations. This study analyzes the sales patterns for different products within the portfolio 
of a large retail corporation and provides various insights for data-driven decision-making. 
Using sales data from 2015 to 2021, we use data summarization techniques and clustering 
algorithms to understand the sales patterns and analyze the impact of Covid-19 on sales 
patterns. The findings of this study are important for the organization to plan their product 
portfolio and offerings to keep up with the demands of the customers in the post-pandemic 
era. 
Keywords  1 
machine learning, sales forecasting, business intelligence, product planning 

1. Introduction 

In the retail industry, machine learning holds great promise for lowering product and service costs, 
lowering customer acquisition costs, enhancing business operations, and serving customers better 
given the large amount of point-of-sales data that is generated every single day. This study focuses on 
understanding the sales patterns of a large retail corporation in Canada. Given the amount of point-of-
sales data that is generated daily from its stores, which are around 200, we are keen on understanding 
the performance of the company’s stores and products. We use data summarization techniques and 
clustering algorithms to analyze around 7 years of data for the organization. Clustering is important in 
the retail business decision-making process since it enables making optimum retail decisions such as 
grouping together stores with similar customer bases, grouping stores based on both performance and 
non-performance parameters or choosing the best store locations with the goal of tailoring each 
location to better serve those customers. Clustering of stores will help the organization to understand 
the performance of various products within its portfolio and plan for effective demand and supply. 

2. Literature Review 

Unsupervised machine learning algorithms infer patterns from large and complex datasets when 
there are no output categories available on which the algorithm can try to model relationships. These 
algorithms try to use techniques on the input data to mine for rules, detect patterns, and summarize 
and group the data points, which help in deriving meaningful insights and describe the data better to 
the users [1]. Unsupervised learning is generally used to group patterns based on a similarity measure 
[2]. According to Ma and Sun [3], “in unsupervised learning tasks, the training dataset contains only 
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the input variables, while the output variables are either undefined or unknown. The typical goal is to 
find hidden patterns in or extract information from the data” (p. 484). Clustering is a commonly used 
technique for this purpose. Clustering is an unsupervised data analysis technique used to identify 
hidden patterns in data, its properties and any outliers that might exist [4]. A conventional clustering 
technique uses the entire dataset and divides the dataset into meaningful groups. According to Wang 
et al. [5], “clustering is the process of grouping a collection of concrete or abstract object into multiple 
classes or clusters composed of similar objects” (p. 209). Popular unsupervised machine-learning 
algorithms include clustering, hierarchical clustering, k-means, principal component analysis, and 
association rules. K-means [2], a centroid-based clustering algorithm is frequently used for this 
purpose. The clusters identified by conventional techniques have crisp boundaries (hard clusters). 
However, in certain cases, more meaningful knowledge can be extracted by using overlapping 
boundaries (soft clusters). Rough clustering [6] and fuzzy clustering [7] have been proposed toward 
this end. Clustering that considers the time dimension of the data has also been used to identify 
dynamic changes to the groups [8]. Clustering that considers the time dimension of the data has also 
been used to identify dynamic changes to the groups [8]. The clustering of data streams provides 
some unique challenges related to speed, adaptability, scalability, and data variability [9]. Some of the 
clustering algorithms used for data streams are BIRCH [10], CluStream [11], D-Stream [12], 
DenStream [13], Online Divisive-Agglomerative Clustering (ODAC) [14] and DGClust [15]. 
Unsupervised machine learning techniques have been used within the retail environment to provide 
insights that help organizations serve their customers better. Yang and Nguyen [16] used point-of-sale 
(POS) data to explore sales performance using clustering, which enabled them to reveal the hidden 
structure of sales performance of retail stores. Similarly. Parikh and Abdelfattah [17] applied 
clustering algorithms on online transactions to provide strategies for customer purchasing behaviors 
and discover valuable customer groups. 

3. Data  

We used around 7 years of data from January 2015 to June 2022. Point-of-sales information was 
available for around 100 plus stores of the organization over the entire study period. This data 
consisted of stores that served around 50 of the forward sortation areas (FSA) within Canada. An FSA 
is a way to designate a geographical unit based on the first three characters in a Canadian postal code. 

4. Analysis & Findings 

We first commenced with data summarization to understand the sales information across all the 
stores of the organization. Table 1 below shows the annual sales information from 2015 to 2021. We 
have multiplied the actual sales figures with an arbitrary value of x to denote the trend in sales and the 
total quantity of products sold. 
 
Table 1 
Annual Sales     

Year Sales Quantity 

2015 $30.25x 1.79x 
2016 $30.51x 1.80x 
2017 $30.97x 1.82x 
2018 $31.64x 1.88x 
2019 $32.92x 1.94x 
2020 $36.29x 2.05x 
2021 $36.69x 2.09x 

We summarized data in several other ways as well to understand the sales for each day of the week, 
for each month of the year and so on. We then did a trend analysis to understand the trends in the 
sales of different products of the organization. There were 5 major categories of products within the 
company’s portfolio, which we shall name Cat-A, Cat-B, Cat-C, Cat-D and Cat-E. Data was analyzed 



44 
 

to understand the sales trends for all five categories. The analysis revealed that Cat-A showed a sales 
pattern that was much different from the other products. We concluded that social distancing and a 
ban on social gatherings during the pandemic had a negative impact on the sales of Cat-A. We then 
began with clustering. First, we tried to find the exact number of clusters by plotting clustering errors 
against the number of clusters. We started with 5 clusters, which were not enough and then checked 
10 clusters, which seemed too many. We settled at 7 clusters, which indicated an optimum value. 
Figure 1 below shows the cluster centroids for the five product categories over the 7 years. 

 
Figure 1: Cluster Centroids 

We then identified the clustering of annual store patterns for the organization. The annual pattern for a 
store is treated as a separate object. Each store may have up to seven patterns for the years 2015-2021. 
Eight distinct groups were identified along with the transition of a store from cluster to cluster over 
seven years. Furthermore, we also identified the transition of an FSA from cluster to cluster and 
changes in the number of patterns in each cluster over the seven years. Clusters can shift; however, 
they continue to have the same profile. Product categories Cat-A, Cat-B, Cat-C, Cat-D and Cat-E 
have been used to label the clusters in order to identify the product profile of each cluster. 
Table 2 indicates the temporal shift in clusters i.e. the number of cluster memberships for stores in 
each year over the entire period. 

Table 2 
Cluster membership for stores 

Year A41D22B2
0C17 

A42B30C1
5D12 

A44C24 
B17D14 

A46D21C1
9B12 

A46B21C1
7D15 

A42B30C1
5D12 

N B60A19 
C08D06 

Grand 
Total 

2015 
 

18 24 2 31 28 
 

2 105 

2016 2 18 24 4 30 26 
 

2 106 

2017 
 

17 21 4 37 25 
 

1 105 

2018 1 16 17 5 39 26 
 

2 106 

2019 4 15 15 6 41 25 1 1 108 

2020 44 9 4 40 8 1 1 1 108 

2021 63 4 
 

34 4 1 1 1 108 

Grand Total 114 97 105 95 190 132 3 10 746 

5. Results & Discussion 

On analyzing the company data for seven years, we identified seven optimal clusters as shown in 
Table 2. These clusters help us identify how the preference or affinity of customers for certain 
products of the organization has changed over the years, with the specific impact of the pandemic. 
From 2015, till we entered the pandemic in 2020, there was a significant change in the buying 
preferences of the customers, which can be seen by the shifting of clusters. Some clusters did not exist 
in 2015 but became dominant over the years, whereas some clusters that existed at the start of 2015 
disappeared as we moved toward 2021. In 2015, there was nothing in the A41D22B20C17 cluster, 
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however, the same cluster became dominant in 2020 and 2021. Cluster A46D21C19B12 existed since 
2015, however, it showed a substantial jump from 2020 onwards. On the other hand, cluster 
A44C24B17D14 existed from 2015 till 2019, however, it disappeared in 2020 and 2021. Similarly, 
clusters A42B30C15D12, A46B21C17D15 and A42B30C15D12 which existed consistently from 
2015, reduced dramatically in 2020.  So it can be observed that the shrinking clusters were 
A42B30C15D12, A A44C24B17D14, A46B21C17D15, and A42B30C15D12 whereas the expanding 
clusters were A41D22B20C17, A46D21C19B12. We had six clusters with relatively stable cluster 
sizes.  

The Covid-19 pandemic transferred the retail environment with a huge shift in the buying 
preferences of consumers. Unsupervised machine learning algorithms are very useful in identifying 
such longitudinal changes in retail environments. One of the ways to approach clustering in the retail 
environment is to evaluate the sales performance by product categories of the organization. This 
approach helps us understand the variation in the demand for different products across the stores. 
Evaluating the sales performance by product categories can also help the organization understand who 
the target market for those sets of stores would be, and pricing and promotional strategies can be 
accordingly designed. In this research, clustering helped us understand the sales patterns of the 
company over the years and how the consumption of its different products changed during the Covid-
19 pandemic. Such analysis can help the company incur several benefits in terms of inventory 
utilization, production and capacity planning, demand-supply management, etc. This in turn helps 
increase customer satisfaction due to the retailer’s increased ability to provide a ‘right mix’ of 
products across its various stores. Clustering algorithms thus help the organization understand the 
demand for its various products and will help them make effective business decisions in the future as 
they move to a post-pandemic era.  
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Abstract 
Recently, to address the explosion in network traffic and the dynamic of traffic behavior, reinforcement 
learning (RL) has become an essential technique in developing adaptive traffic engineering (TE) sys- 
tems. In this paper, we propose a fully Distributed Multi-Agent deep reinforcement learning-based TE 
framework (DMATE). By carefully designing the local observation and reward function, we eliminate the 
necessity of centralized training, addressing the scalability issue and reducing communication overhead. 
We evaluate the proposed method on a real dataset and find that DMATE can achieve competitive 
performance to the centralized training approach while reducing communication overhead. 

Keywords 
Traffic engineering, multi-agent reinforcement learning, distributed network routing, 

1. Introduction

Traffic engineering (TE) is concerned with reliable network operations and optimizing network 
resource utilization [1]. The explosion of traffic volume creates a strong urge to have efficient 
TE solutions that can adapt to the changes in network traffic. To this end, RL is believed the 
key technology for building autonomous network control systems [2]. Most of the proposed 
RL-based TE systems are centralized approaches (i.e., single-agent learning) which can take 
the advantage of global network view [3], [4], [5]. However, it faces several challenges: (1) the 
agent suffers from the scalability issue when the network size increases; (2) it requires high 
communication cost between network devices and the controller; (3) a centralized controller 
represents a single-point failure, which may degrade the network’s performance. 

In this paper, we propose DMATE, a fully Distributed and cooperative Multi-Agent reinforce- 
ment learning TE framework. In DMATE, each network node is an agent which independently 
chooses the routing path for the traffic flows. The agent makes decisions based on local in- 
formation without sharing information with other agents. In our proposed approach, both 
the training and execution phases can be done in a distributed manner without causing any 
communication overhead. Each agent in DMATE will record the volumes of traffic flows that 
travel through the device (including the traffic flows sent from its own), which is called a partial 
traffic matrix and use it as the local observation for making the routing decisions. Our proposed 
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method is trained using the MAPPO algorithm, which achieves strong performance in multiple
popular multi-agent testbeds [6].

2. Network system
We target a well-known TE problem whose objective is to minimize the maximum link utilization.
The network is represented by a directed graph 𝐺 = (𝑉,𝐸, 𝑐), where 𝑉 is the set of nodes
(|𝑉 | = 𝑛), and 𝐸 is the set of the network’s links. Each link 𝑒 ∈ 𝐸 has capacity 𝑐(𝑒). A flow
𝑑 ∈ 𝐷 is defined as the network traffic originating from a source node to a destination node in
𝐺. 𝑚𝑑 is the volume of traffic flow 𝑑, and 𝐷 is the set of all traffic flows. A path is defined as a
sequence of nodes from the source to the destination. Let 𝑃𝑑 be a set of paths of flow 𝑑. These
paths are pre-computed by the network operator and are the input for the TE optimization
problem. In this paper, we consider a single-path routing problem in which there is one path in
𝑃𝑑 is chosen to route flow 𝑑. The objective of the problem is to minimize the maximum link
utilization 𝑢𝑚𝑎𝑥, where 𝑢𝑚𝑎𝑥 = max𝑒∈𝐸 𝑢𝑒 = max𝑒∈𝐸

𝑙(𝑒)
𝑐(𝑒) ; 𝑙(𝑒) is the traffic load on link 𝑒.

3. The Distributed MARL-based TE: DMATE
DMATE includes multiple agents, in which each agent corresponds to one network node. Let ℎ
denote the agent on node ℎ ∈ 𝑉 . Agent ℎ will decide the path for traffic flows in set 𝐷ℎ ⊂ 𝐷.
𝐷ℎ is the set of all traffic flows originating from node ℎ. The agent will periodically collect
the local observation s𝑡ℎ and obtain the routing decisions a𝑡ℎ. Then, the agent will receive the
reward 𝑟𝑡ℎ and collect the next observation s𝑡+1

ℎ . In the training mode, besides the actions, the
agent will obtain the value of the current state (𝑣𝑡ℎ). The information (s𝑡ℎ,a

𝑡
ℎ, 𝑟

𝑡
ℎ, 𝑣

𝑡
ℎ, s

𝑡+1
ℎ ) is

stored in a local buffer and will be used for updating the agent’s policy.
Local observation: We use both link utilization and traffic demands to be the local ob-

servation: sℎ = [𝑓𝑑* ,𝑚𝑑,𝑚𝑑′ , 𝑢𝑒]. We consider routing the top-k largest flows. 𝑓𝑑* are the
destinations of the top-k largest flows. 𝑚𝑑 are the traffic demands of flows that originate or
terminate at agent ℎ. 𝑚′

𝑑 are the traffic demand of the flows that have been routed through
agent ℎ at time slot 𝑡− 1.
Agent’s actions: The action vector consists of the index of the pre-computed path for the

top-k largest flows originating from the agent. Let aℎ denote the action of agent ℎ, then we have
ah = [𝑎𝑑]𝑑∈𝐷𝑡𝑜𝑝𝑘

ℎ
(𝑎𝑑 ∈ {1, 2, ..., |𝑃𝑑|}). 𝐷𝑡𝑜𝑝𝑘

ℎ is the set of top-k largest flows originating

from agent ℎ. Other flows, which are not in 𝐷𝑡𝑜𝑝𝑘
ℎ , will be routed via the default paths.

Reward function: The reward function of each agent in DMATE is calculated using the
maximum utilization among the link which are in the paths of flows 𝑑 ∈ 𝐷𝑡𝑜𝑝𝑘

ℎ of agent ℎ:
𝑟ℎ = −max𝑒∈𝑝,𝑝∈𝐷𝑝 𝑢𝑒. Therefore, by maximizing the reward, the agents will minimize the
maximum link utilization of the network.

4. Evaluation
We conduct an experiment to evaluate our approach with a real backbone network dataset
(i.e., Geant network [7]). We use 200 traffic matrices for training and test with 500 traffic
matrices. In this experiment, we compare the routing performance of our proposal, DMATE,
with different TE algorithms by measuring the average 𝑢𝑚𝑎𝑥 of 500 traffic matrices in the test
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Figure 1: Performance comparison of different TE approaches.

set. The benchmarks include (1) DATE: the distributed and adaptive TE approach in [8]; (2)
CTDE-TE: the RL-based TE approach with centralized training; (3) LS2SR [9]: this method
obtains the routing rules by iteratively re-routing the large flows on high utilization links; (4)
OPTIMAL: the routing decisions are obtained by solving the routing problem using a solver.

Fig.1 shows the average maximum link utilization of the network over the training phase.
Our proposed method, DMATE, achieves better performance compared to DATE and LS2SR
(reducing 21% and 23.6% in average 𝑢𝑚𝑎𝑥, respectively). Since DATE only uses link utilization
as the local observation, it achieves faster training convergence but yields poor performance.
LS2SR has a scalability issue when solving the routing problem of a large network under the
time constraint. LS2SR solves the routing problem in 60 seconds while DMATE is less than
1 second). Compared to centralized approaches, DMATE has a similar performance to the
CTDE-TE approach. With the global view, the agents in CTDE-TE seem to learn faster than
DMATE in the first 500 episodes. However, CTDE-TE struggles in the rest of the training due
to the large state space. In comparison with the optimal, DMATE achieves more than 80%
of the optimal solution. Notes that the optimal method usually took a long time to find the
solution, which is not practical in large networks with highly dynamic traffic changes [10].
Besides, DMATE does not cause communication overhead for sending the monitoring data to
the centralized server.

5. Conclusion
This paper proposes a distributed traffic engineering framework, DMATE, that leverages the
multi-agent deep reinforcement learning technique. We introduce the design of local observation,
action, and reward function in order to achieve fully distributed system training without causing
communication overhead. The experiment results show that DMATE can achieve better routing
performance by minimizing the maximum link utilization of real network datasets. Next, we
will improve the training convergence of the system by recovering the full traffic matrix based
on the partial matrix. Therefore, the agent will have estimated traffic demand of flows that are
not routed through it at the last time slot.
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Abstract 
Prioritizing the right patients and providing personalized treatment in a timely manner is crucial to 
improve access to healthcare. In psychotherapy at least 1 in 3 patients drop out of treatment with 
therapeutic alliance and patient motivation among the common predictors. Recommendations include 
strengthening the patient-therapist bond through developing common goals and checking in on progress 
and treatment path. Using a sample of 10,363 mental health from the USA, we used machine learning 
to develop a clinical feedback support tool to encourage patient-therapist goal alignment. A gradient- 
boosted decision tree was trained on pre-treatment patient-reported data to provide predictions of 
early treatment dropout, treatment duration, and symptom outcomes conditional on different treatment 
durations in out-of-sample patients. The models improved performance versus baseline predictions. The 
resulting decision support tool could assist in the collaborative selection of treatment goals, appropriate 
treatment intensity, and optimal allocation of resources. Results are discussed in the context of explainable 
AI and the ethical implications of predictive modeling in this context. 

Keywords 
Artificial Intelligence, Machine Learning, Psychotherapy, Outcome Prediction 

 
 

 

1. Introduction 

Psychological treatments almost always need to be personalized to individual patients, and 
therapists use their clinical experience to adjust their approach for a given patient. They 
may offer more intense, longer, or more emotionally challenging interventions depending 
on the patient’s needs and characteristics. This leads to substantial variance in treatment 
approaches and outcomes, of which therapists are generally unaware: therapists regularly 
underestimate patients’ negative experiences and fail to anticipate poor outcomes like dropout 
[1, 2]. This is unwanted on both an individual and systemic level. To better enable this 
treatment individualization, therapists increasingly use routine measurement using self-report 
questionnaires [3]. These self-report questionnaires are useful to track patient progress and have 
been shown to improve symptomatic outcomes of treatment when combined with feedback to 
therapists. Such patient reports generate large amounts of data that can be used for data-driven 
decision support tools, in order to empirically identify patients at risk of negative outcomes. In 
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a study that compared 21 machine learning algorithms for predicting dropout from cognitive- 
behavioral therapy before the first session, the best-performing model had an AUC (Area 
Under the Receiver-Operator Characteristic Curve) of 0.6694 [4]. The modest accuracy of this 
prediction shows the difficulty of this problem. Nevertheless, even tools with limited accuracy 
may prove clinically valuable to therapists who can adjust treatment to reduce risk of a negative 
outcome. In the case of mental health, several predictions may be useful in clinical practice, 
including likelihood of dropping out of treatment, likelihood of completing a given treatment 
course, and symptomatic outcomes at the end of care. These are the focus of the present study. 

 
2. Methods 

2.1. Sample 

Anonymized data was obtained from the digital measurement-based care instruments provider 
Mirah, Inc. The data was collected as part of routine practice in clinics using the Mirah software 
for clinical feedback and outcome monitoring in the United States. The sample included adult 
patients undergoing treatment between March 2016 and February 2022. Data were collected 
across multiple outpatient clinics and treatment providers resulting in a heterogeneous patient 
group seeking treatment for diverse mental health challenges. 

 
2.2. Instruments 

Norse Feedback (NF) is a clinical feedback system developed by the District General Hospital 
of Førde [5, 6, 7]. Items were generated from clinicians’ and patients’ needs and were tested 
and refined in clinical implementation studies [8]. NF consists of a maximum total of 88 items 
loading onto 18 dimensions. Patients respond to the items on a seven-point Likert scale. NF is a 
dynamic assessment that uses patient-adaptive computer logic to open and close dimensions 
depending on the patient reports on trigger items for each scale. Pragmatically, that means that 
some scales will not be present for some administrations, because they are determined to be 
irrelevant to the patient. 

 
2.3. Description and preparation of data 

The initial dataset consisted of n = 11970 patients and initially k = 2065 variables with high 
missingness. After dataset cleaning and variable selection, k = 22 variables (18 NF dimensions, 
recent traumatic events (binary), in treatment at first assessment (binary), age and gender) 
for n = 10363 patients were included for analyses. The dataset was randomly split by subject 
IDs into a training (n = 8267) and test set (n = 2096), withholding 20% of patients for the test 
dataset. The length of treatment was encoded as a continuous outcome using the number of 
unique assessments for each patient. The binary outcome "dropout" was encoded as 1 when the 
length of treatment was <=2 sessions. Training and test sets filtered for complete data were 
prepared to enable analysis with algorithms that do not handle missing data (train_nona: n = 
6937, test_nona: n = 1752, k = 20, two variables were excluded due to high missingness). 
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2.4. Machine learning algorithm 

Variable selection reduced the overall missingness of data, but there were still many missing 
observations. Given this, we chose to use a machine learning algorithm that handled missing 
data directly. Gradient Boosted Decision Tree algorithms employ the gradient descent algorithm 
to minimize error in sequential models. The eXtreme Gradient Boosting (XGBoost) algorithm 
has proven to be a consistent top performer for many problems involving tabular data. Gradient 
boosted decision trees were among the best performing single models when comparing 21 
machine learning models for dropout prediction [4]. 

 
2.5. Development and validation of prediction models 

We defined three prediction tasks: 1) risk of dropout, 2) length of treatment (in number of ses- 
sions), and 3) outcomes given a completed treatment length. For task 1 we trained a generalized 
linear model (glm) on the train_nona dataset and two boosted decision tree models, one for 
the train_nona dataset (XGBoost_nona), and one for all observations (XGBoost_all). Results 
were compared to the baseline prediction of the probability of dropout using AUC. For task 
2 we trained a glm model and two XGBoost models (glm, XGBoost_nona, and XGBoost_all) 
to predict the continuous outcome treatment length. Results were compared to the baseline 
prediction of mean treatment length using the root mean squared error (RMSE). For model 3 
a total of 108 models were trained on all observations, one for each outcome (dimensions = 
18) for each predicted treatment length (observations for treatment length 8/9 and 10/11 were 
binned for sufficient training data). For tasks 1 and 2 XGBoost hyperparameters were optimized 
through cross-validation using a grid search. For task 3 the same hyperparameters were used 
for all models. The performance of all models was tested in the out-of-sample test dataset. All 
data analyses were performed using R in the RStudio software for Windows. 

 
3. Results 

For predicting dropout the best performing model was XGBoost_all (AUC = 0.621) followed 
by XGBoost_nona (AUC = 0.601), and glm (AUC = 0.586) compared to baseline (AUC = 0.497). 
For predicting length of treatment the best performing model was XGBoost_all (RMSE = 5.910) 
followed by glm (RMSE = 6.169) and XGBoost_nona (RMSE = 6.211) compared to baseline 
(RMSE = 6.122). For predicting outcomes given a completed treatment length the XGBoost_all 
models performed significantly better than predicting the mean outcomes for a given treatment 
length (p-value = 0.001). The average RMSE of the 108 XGBoost_all models was 1.229 (95% 
CI 1.154-1.305) vs the average RMSE of the mean outcome prediction models being 1.456 (95% 
CI 1.343-1.568). An example of a clinical decision support tool using the results of this study 
has been developed and will be demonstrated at the SAIDD conference. Depending on the 
approval of the data owner this application can be made available online. The example decision 
support tool gives therapists an estimate of the risk of dropout, an estimated treatment length, 
and the corresponding estimated treatment outcome for each individual patient. This can 
facilitate in-treatment conversations to align treatment goals and expectations, and help trigger 
conversations about the motivation for treatment and risk factors for dropout. 
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Abstract 
The Graph-Massivizer project, funded by the Horizon Europe research and Innovation program, aims to 
create a high-performance and sustainable platform for extreme data processing. This paper focuses 
on one use case that addresses the limitations of financial market data. The project allows for the fast, 
semi-automated creation of realistic and affordable synthetic (extreme) financial datasets of any size for 
testing and improving AI-enhanced financial algorithms for green investment and trading. Synthetic 
data usage removes biases, ensures data affordability and completeness, consolidates financial algorithms 
and provides a statistically-relevant sample size for advanced back-testing. 

Keywords 
Graph processing, green finance, extreme data, synthetic financial data, data biases, serverless computing, 
sustainability 

 
 

 

1. Introduction 

The wide use, availability, accessible costs, interoperability, and analytical exploitation of 
financial data are essential for the European data strategy. For this, graphs are extreme data 
enablers that require further technological innovations to meet the needs of the European data 
economy. A study by IBM [1] revealed that the world generates nearly 2.5 quintillion bytes of 
financial data daily, posing extreme business analytics challenges. Graph-based technologies 
help pursue the United Nations Sustainable Development Goals by enabling better value chains, 
products, and services for green financial investments and deriving trustworthy insights for 
creating sustainable communities. 

The improvement and optimization of green investments and trading face significant barriers. 
Historical securities’ data, particularly on environmental, social, and governance data (starting 
from the early 2010s), is insufficient for in-depth testing, derisking financial algorithms, and 
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Figure 1: Green finance in Graph-Massivizer. 
 

 
training AI models. Then, financial data is often difficult and expensive to access for training 
AI-driven financial algorithms. One historical record per security is commonly used to optimize 
a financial strategy, but this can lead to over-fitting and losses during live trading. 

The Graph-Massivizer project [2] aims, among others, to remove the limitations of finan- 
cial market data (limited volume, reduced accessibility, price barriers) by enabling fast, semi- 
automated creation of realistic and affordable synthetic extreme financial datasets, unlimited 
in size and accessibility. The extreme synthetic data goes one order of magnitude beyond the 
current big financial data features, aiming for PB in volume and affordable prices. The project 
researches and develops a high-performance, scalable, gender-neutral, secure, and sustainable 
platform based on the massive graph (MG) representation of extreme financial data. It delivers 
the Graph-Massivizer toolkit of five open-source software tools and FAIR graph datasets covering 
the sustainable lifecycle of processing extreme data as MG, displayed in Figure 1a. 

 
2. Green Finance 

Green finance targets financial products and services that direct investments into green-oriented 
enterprises. It aims for economic growth while reducing waste, pollution, and greenhouse gas 
emissions. Sustainable finance considers environmental, social, and governance factors for 
investment decisions for long-term sustainable economic activities. 

 
Financial Massive Graph (F-MG) An F-MG is a hybrid, graph-based financial metadata 
structure (time series, values, boolean, monetary, securities taxonomies, statistical factors, rules). 
It helps research improved financial algorithms operating in five high-level steps: 1. historical 
financial data structure mapping into an F-MG; 2. synthetic data generation by preserving the 
original historic data statistical features; 3. missing data interpolation using ML inference and 
reasoning methods; 4. green financial investments and trading simulation, and 5. recommenda- 
tion of the “greenest” investments and trading opportunities. 

 
Objectives The green finance use case pursues two significant objectives on top of the 
Graph-Massivizer technology. 
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Table 1 

Extreme financial data characteristics. 
 

 
Green financial data multiverse Peracton Ltd. targets energy-efficient synthetic finan- 

cial data generation (Figure1b) in a range size of 1 PB–75 PB, validated by standard green 
financial investment and trading algorithms. The developed technology promises a 90 % energy 
consumption accountability for extreme data creation streamed to end-users. Samples of the 
synthetic data will be available as open data for internal testing. The availability of significantly 
cheaper synthetic financial data for testing in extreme quantities allows more fintech companies, 
funds, and investors to test and derisk investment models. 

 
Greener financial algorithms and better investments Peracton Ltd. aims to use the 

financial data multiverse for improved green AI-enhanced financial algorithms with reduced 
bias, risk, and higher performance while increasing the investment return by a realistic 2 %–4 %. 
It further targets an increase in excess return (alpha) by 1 %–2 % with a quick ratio higher than 
1.5, reflecting healthy investments with lower risk and higher returns. 

 
3. Summary and Outlook 

Graph-Massivizer allows European green financial investors to avail of a massive financial 
data synthetic multiverse and a proven competitive, sustainable advantage. In comparison, 
other forms of analysis rely on present assumptions about “what happened” or “what happens”, 
correctly building and employing financial graphs to generate synthetic data can further reveal 
patterns suggesting what “might happen” with clear evidence for each connection or inference 
step. Graph processing facilitates problems solving driven by metrics related to costs or inef- 
ficiencies. The large-scale financial graph analytics market still traverses a developing phase, 
hampered by the lack of technology research and use case adoption. Graph-Massivizer provides 
for Europe these missing links. 
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Abstract  
We are in the era digitalization and datafication of society. The world is experiencing huge 
accelerating changes related to the abundance of data and appropriation of AI. However, is our 
current society been prepared for the arising possibilities and consequences of the digitalized 
and datafied life? In our international project we are focused on increasing the data and AI 
literacy for citizenry with an aim to empower adults to maneuver their way in this new reality. 
 
Keywords  1 
Data literacy, AI literacy, citizenry, playful approach 

1. Introduction 

Global society has been and is experiencing the digitalization. Digitalization leads to the generation 
of a lot of new types of data (e.g., video, sensor, voice), something which is often referred to as 
datafication of society [1]. Moreover, the implications of data and its use through algorithms in artificial 
intelligence (AI) are closely tied to data ethics and privacy rights, as concerns of surveillance capitalism 
([2], [3]) are raised.  

As a result of this status quo, researchers from European universities were funded through an 
Erasmus + partnership, Data Literacy for Citizens (DALI), which aims to empower adult citizens 
though fostering their competences related to data (data literacy).  

2. DALI project: Data Literacy for Citizenship 

DALI, with partners from Norway, Germany, United Kingdom and Spain, is researching how to 
provide different target groups of adults (from young adults until seniors) competences to be prepared 
for a datafied daily life. Adults are not only in charge of their own data but also of future generations, 
thus, to empower adults with literacy in personal data and AI has an enormous impact for citizenry. 

The first steps were to map data and algorithmic literacy through a state of the field study using 
mapping review as methodology. The partnership also develop a data literacy framework for adults [4] 
through a Delphi study. Through 3 rounds and a half, 10 experts from 5 different institutions were 
involved in individual and synchronous collective phases. 

Another output of the project is a repository of existing data literacy resources and activities [5], 
using Ronen and Shenkar’s clustering [6] in order to attempt to search in equal conditions around the 
world and cultures. Following this we researched pedagogical strategies, combining different types of 
learning, such as Networked Learning [7], Playful Learning [8], [9] and Activity-Centred Analysis and 
Design [10], resulting in 10 Game-based Networked Learning Strategies [11]. The pedagogical 
approaches and co-creation strategies are the basis of 40 DALI games, which help citizens develop their 
data and AI literacy skills. The DALI playful Learning Toolkit, whose educational resources aims to 
transfer research results from academia to society in terms of data literacy. 
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The growing impact of AI on all sectors and in daily live requires an upskilling of citizens so that 
they can address societal challenges, but also dealing with the societal challenges of data and AI. In this 
lightening talk the DALI framework and a selection of games will be presented. 

3. Acknowledgements 
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Abstract  
Despite strong user-perspectives in digitalization of public welfare services, citizens who 
struggle with social, cognitive, or health-related challenges may be at risk of exclusion 
from these digital solutions. Youth, who are not in education, employment, or training 
(NEET) are particularly vulnerable to being excluded from digitalized public welfare 
services, in spite of the common assumption that young people, known as "digital natives," 
intuitively know how to use and develop digital skills. 

 

This paper presents the results of the "Mapping the Need for Digital Literacies for Leaving 
NEET-Situations" project, which investigated how public and non-public service 
providers for NEET-youth perceive and work to improve digital literacies among these 
young people.  
 

The results suggest that service providers do not have a routine in place to map and 
systematically improve the digital literacy of NEET youths. Instead, they tend to randomly 
map the digital literacies of these youths when they first have challenges accessing and 
benefiting from digitalized public services. 
 

The study suggests that: 1) the concept digital literacy needs to be redefined in relation to 
NEET users and situations; 2) a tool is necessary to support service providers in mapping 
the digital literacies of NEET users; 3) a routine in the Norwegian Labour and Welfare 
Administration for mapping the digital literacies of NEETs is required; 4) an organization 
at the national level should support local service providers in improving the digital 
literacies of NEETs; and 5) an organization at the national level should facilitate local 
service providers' efforts to support NEETs' use of digitalized public services. 
 1 
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Question Answering (QA) services consist of finding direct answers to questions sent by 

users against a corpus [1]. It generally uses diverse combinations of Deep Learning algorithms, NLP 
and Semantic Web techniques. The corpora that are targeted may be public or private, and consist of 
data (generally in the form of knowledge graphs [2]), documents [3], or they combine data and 
documents. 
The challenges for the next generation of QA systems are heterogeneous. They have been 
impacted by the recently published ChatGPT and Bard systems and services. The challenges we have 
identified are listed hereafter, and one can imagine that they will be still evolving in the near 
future. They relate to engineering aspects and the methodologies, and to research tasks. 

• Support of heterogeneous data formats 
• Support of multiple information sources [4] 
• Support of evolving information [5] 
• Reduction of the cost of the information design 
• Facility to produce the training data 
• Reduction of the amount of training data required [6] 
• Ability to explain of the returned answers [7] 
• Conversational interface 
• Multilingualism 
• Sobriety, reduction of the environmental impact [8] 
• Complementary and bridges between techniques. 

Chatbots and Elasticsearch-based systems are also used to return information to users for an- 
swering to their information needs as QA systems do. However, the Chatbot technique requires the 
elicitation of all the intents (with their associated answers) the users could formulate. So far, this 
technique cannot be considered scaling. Elasticsearch-based systems use fast indexing 
techniques and can therefore scale with large corpora. But these systems don’t consider relations 
between data in their implementation. Therefore, they don’t benefit from the semantics in- 
corporated into structured data or into the text sentences, to select the answers returned to users. 
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Abstract  
Demand and sales forecasting are of vital importance in a retail environment which enables 
organizations to envision their future sales revenue and allocate necessary resources 
according to the forecasts. With predictive analytics, organizations can use customer data 
generated from various sources to prospect for customer needs, find consumption patterns, 
understand customer behavior, etc. Industry trends can be analyzed to find actionable insights 
that can help the organization serve its customers better. Using predictive analytics, this study 
aims to predict the consumption patterns for various products of a large retail corporation 
using customer demographic data. The findings of this study are important for the 
organization to plan their product portfolio and offerings to keep up with the demands of the 
customers and serve their customers better. 
Keywords  1  
Machine learning, sales forecasting, demand & supply, predictive analytics 

1. Introduction 

In the retail industry, machine learning holds great promise for predicting the sales of products or 
services based on historical data. Machine learning algorithms can help analyze data from historical 
purchases, customer interactions, demographics, point of sales data, etc. to get an accurate sales 
forecast and predict which customer segment is most likely to buy your products or services. This can 
help the organization to plan product supply, provide targeted discounts, upsell or cross-sell and 
provide differentiated pricing to its customers. This study focuses on predicting the sales of various 
products of a large retail corporation in Canada. Given the amount of point-of-sales data that is 
generated daily from its stores, we are keen on understanding how the demography of the place will 
impact the sales of products of the organization. Using supervised machine learning and demographic 
information from the Canadian Census study, we predict the sales of various products, which we will 
name as Cat-A, Cat-B, Cat-C, Cat-D and Cat-E within the portfolio of the organization. 

2. Literature Review 

Supervised learning is generally used to classify an event, based on its features, into predetermined 
subsets [1]. Classification is the most widely used machine learning technique and finds application in 
areas such as spam filtering, loan approval and image analysis. The classification algorithm, called a 
classifier, is trained using historical data. This trained classifier can then be used to predict the 
behavior of a new instance.  Decision tree [2], random forest [2], neural networks [3] and support 
vector machines (SVM) [4] are some of the established techniques used to develop a classifier. The 
conventional decision tree algorithm has been further enhanced to determine decision rules in cases of 
uncertain data, such as web usage ([5], [6]). Similarly, there have been efforts to improve the 
applicability of SVM to deal with datasets with soft boundaries and for multiclass classification [7]. 
Furthermore, traditional feature extraction uses hand-picked features that conform to physical models. 
These techniques are effective, but they require domain knowledge and usually only apply to one 
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specific use-case. Unsupervised learning techniques, such as clustering, can be used to reveal latent 
relationships between objects within a dataset. Intuitively, membership to a cluster can be thought of 
as a feature of a data object, and clustering as a form of feature extraction. It is not surprising then that 
clustering has shown to be effective when used in conjunction with supervised learning techniques. 
Learning techniques when combined with socioeconomic variables can provided a variety of insights 
in the retail environment, and typically have a lesser acquisition cost as compared to psychological 
variables. Islam et al. [8] used socio-demographic variable to investigate the predictive accuracy of 
seven machine learning procedures for six grocery product categories. Their results indicated a 
roughly 20%–30% improvement in out-of-sample predictive performance. Similarly, Matuszelański 
and Kopczewska [9] used socio-geo-demographic data from the census to test a comprehensive 
customer churn model within the retail environment using machine learning methods. Their results 
listed the various factors such as demographic environment of the customer, customer location, etc. 
that influenced the customers’ ability to churn.  

3. Data 

We used around 7 years of data from the company from January 2015 to June 2022. Point-of-sales 
information was available for around 100 stores of the organization over the entire study period. This 
data consisted of stores that served around 50 of the forward sortation areas (FSA) within Canada. An 
FSA is a way to designate a geographical unit based on the first three characters in a Canadian postal 
code. For customer demographic information, we used Statistics Canada data from the 2016 Census 
for region where the corporation is located. The census data contained different information for the 
population related to age, gender, income, education, employment, household data, ethnicity, etc. The 
census data was available FSA-wise, similar to the data from the corporation. 

4. Analysis and Findings 

Machine learning algorithms can help organizations forecast their sales for different products 
within their portfolio using large datasets. In sales forecasting, supervised learning algorithms can 
help businesses predict how consumers will behave based on their demographic information. This 
study used supervised learning to predict the sales of various products within the organization’s 
portfolio using the demographic characteristics of the population. The products in the organization’s 
portfolio included various products that we put in five categories, namely Cat-A, Cat-B, Cat-C, Cat-D 
and Cat-E. We aim to predict the consumption of two of its products, namely, Cat-A and Cat-B. We 
used 26 demographic variables to predict consumption and the quantity/percentage share. Since 
demographic data was available at the FSA level, predictions are done by FSA.  Table 1 shows the 
percentile errors at 50% (median). In Table 1, ‘percCatA’ indicates the sales of Cat-A as a percentage 
of the total sales, whereas ‘percCatB’ indicates the sales of Cat-B as a percentage of the total sales. 
Table 1 shows high accuracy with median errors ranging from 1% to 4% for the percentage share. 
Predicting the proportional share of Cat-A was very accurate, however, the 15-19 dataset had the best 
accuracy, whereas the 20-21 dataset was a little better than the entire seven-year dataset.  
 
Table 1 
Percentile Errors 

Dataset Variable Median 

15to21 Cat-A 4.55 

15to21 percCatA 3.73 

15to21 Cat-B 3.77 

15to21 percCatB 4.29 

15to19 Cat-A 3.49 

15to19 percCatA 1.33 

15to19 Cat-B 2.21 
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15to19 percCatB 2.62 

20to21 Cat-A 6.66 

20to21 percCatA 1.57 

20to21 Cat-B 10.42 

20to21 percCatB 3.17 

 
5. Results & Discussion 

We used Statistics Canada census data to get the demographics of the region in which the 
organization is retiling, and then predicted the consumption of the two prominent products of the 
organization based on that demographic data. Customer segmentation i.e. classifying consumers into 
manageable groups, based on demographic characteristics is a traditional retail activity used to 
identify the right mix of products, place, pricing and promotion for each segment. Demographics can 
help you identify and understand your target audience. This also helps the organization identify which 
customer segments it wants to cater to and focus on, with targeted sales and marketing strategies. 
Along similar lines, we wanted to understand how demographic characteristics are impacting the 
purchasing preferences of the customers of the retail organization. Table 2 indicates the detailed list of 
the demographic variables identified and used for prediction (ranked as per their importance).  
 
Table 2 
Key Demographic Variables 

Importance Variable description 

205 Average number of rooms per dwelling 

194 Total - Tenant households in non-farm, non-reserve private dwellings - 25% sample data 

137 Average household size 

132 Total - Owner households in non-farm, non-reserve private dwellings - 25% sample data 

105 Total private dwellings 

102 
Total - Immigrant status and period of immigration for the population in private households - 25% sample 
data 

100 Total - Citizenship for the population in private households - 25% sample data 

96 Total - Ethnic origin for the population in private households - 25% sample data 

86 Number of persons in private households 

85 Total - Age groups and average age of the population - 100% data; Both sexes 

81 
Total - Total income groups in 2015 for the population aged 15 years and over in private households - 
100% data 

81 
Total - Income statistics in 2015 for the population aged 15 years and over in private households - 100% 
data 

81 Population, 2016 

80 
Total - Employment income groups in 2015 for the population aged 15 years and over in private 
households - 100% data 

73 
Total - Owner and tenant households with household total income greater than zero, in non-farm, non-
reserve private dwellings by shelter-cost-to-income ratio - 25% sample data 

67 Total - Occupied private dwellings by number of bedrooms - 25% sample data 

66 Total - Private households by housing suitability - 25% sample data 

64 Total - Household total income groups in 2015 for private households - 100% data 

64 Total - Private households by tenure - 25% sample data 

63 Total - Occupied private dwellings by number of rooms - 25% sample data 

63 Total - Occupied private dwellings by period of construction - 25% sample data 

63 Total - Occupied private dwellings by structural type of dwelling - 100% data 

63 Total - Private households by number of persons per room - 25% sample data 

62 Total - Private households by household size - 100% data 

60 Total - Occupied private dwellings by condominium status - 25% sample data 

0 Population percentage change, 2011 to 2016 

0 Total - Distribution (%) of the population by broad age groups - 100% data; Both sexes 
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As we can see, the number of dwellings, proportion of tenant/owned households, income, population, 
number of people per dwelling, immigrant/citizens, ethnicity, and age were the prominent variables 
that had an impact on the consumption of the two products. Higher-income households with a higher 
social status can have a preference for certain kinds of products as opposed to lower-income products. 
The same applies to age groups where baby-boomers, millennials, Gen Z, etc. can have varied 
purchasing preferences. Moreover, households with different cultural backgrounds such as 
immigrants versus nonimmigrants, those from different ethnicities or countries can display affinity 
towards purchasing certain products that have significant relevance to their own culture. Identification 
of these variables provides the organization with a baseline for customer segmentation. Such customer 
insights can help the organization provide the ‘right-mix’ of products at various stores depending on 
the demographics of that particular location. 

Societies today are increasingly diverse, and consumers have easy access to large amounts of 
information that influences their buying behaviors. Consumer demographic trends have been shaping 
the retail industry for a long time, and play a critical role in predicting sales, understanding customer 
preferences, deciding on store locations, managing the supply and demand of various products, etc. 
Organizations often research demographic data to understand how well a specific product or service is 
selling, who their customers are and where those customers are located. In this study, we used census 
data and tried to predict the consumption of two products of the retail organization. Census data 
consisted of a combination of various socioeconomic customer characteristics available FSA-wise that 
helped predict what would the customers buy in the future. Such insights based on demographic data 
help the organization to better understand its customers and design or increase product availability that 
is in line with customer preferences. The findings of this study would also help the organization 
manage the supply of its products in their different stores and design targeted pricing and promotional 
strategies to improve sales of its products. 
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Abstract  
Today, the amount of data collected by and available to businesses for value exploitation is 
increasing exponentially. However, we know less about businesses' willingness, knowledge, 
capability, and plans to exploit their data and take advantage of artificial intelligence and data 
for value gain. The small village of Sogndal, which hosts the location of the SAIDD 
symposium, is part of the larger region of Sogn og Fjordane. Here, many technology-, robotics-
, and artificial intelligence-rooted companies and research groups have their primary location. 
Does this affect the general business life's ability and understanding of adopting digital 
technologies? What is the status quo of digital maturity among businesses here? To answer 
these questions, a questionnaire has been sent out to businesses in the region and the results 
will be presented at the symposium. The answers are important to better understand how data-
, technology-, and robotics-science can contribute to strengthening the local business life.     
 
Keywords  1Digital maturity, business life, Industry 4.0, Artificial Intelligence 

 
 
The amount of data captured, collected, and used globally is increasing rapidly, and is forecasted to 
continue to increase into the future [1]. Exploiting such data, or information, is becoming an asset for 
governments and enterprises as we enter the fourth industrial revolution (Industry 4.0) [2], or “the 
digital shift”, thus the possibilities in utilizing technology and data to perform better, more effectively, 
and sustainably are increasing rapidly across sectors. But how far are businesses in various sectors 
taking advantage of the digital possibilities? Does the size of the company play a role? What about the 
company’s location in terms of population density, rural or urban?  

The region of Sogn og Fjordane (SFJ) has a population of only approximately 109,000 [3]. Despite 
being rural, it is world-renowned for its robotics development through several companies and university 
groups, and many nationally and internationally known digital companies and companies known for 
being at the forefront of technology have their primary location there. How does this influence the 
general business life in the region? We have distributed a questionnaire to businesses in SFJ to gain 
insight into their willingness, ability, and plans to adopt digital technologies to create increased 
competitiveness and growth [3]. The first part of the questionnaire entails general information about the 
company and the work-position of the respondent. The main part presents many hypotheses essentially 
about the company’s thoughts and plans on technology development, data utilization and artificial 
intelligence, while in the last voluntary part the respondent can explain with their own words their plans, 
challenges and competence needs regarding digitalization – the last part is an addition to the otherwise 
identical questionnaire sent out to businesses in other nearby regions [3]. The similarity of the 
questionnaires is important to enable a comparison and a merge of the answers when mapping the 
greater region of Norway (Vestlandet) in cooperation with Bergen Næringsråd and others. We plan to 
share and convey our questionary results with relevant business hubs and councils as well as policy 
makers. Here, we are interested in an exploratory discussion and exchange of insights on good practices 
for facilitating the adoption of digital methodologies and technology innovations in the business realm, 
with a view to strengthen the digital maturity status of companies. Key questions that may arise are: 
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What are recommended practices for conducting collaborative research between academia and industry, 
and how can such exemplars be most effectively disseminated to catalyze change?  
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Abstract 
Vegetation Management is a significant preventive maintenance expense in many power transmission 
and distribution companies. Traditional Vegetation Management operational practices have proven 
ineffective and time-consuming. The rise of satellite imagery data and machine learning provides an 
opportunity to close the loop with continuous data-driven vegetation monitoring. In this work, we 
propose an automated framework for monitoring vegetation along power lines using high-resolution 
satellite imagery. 

Keywords 
Remote sensing, Power lines inspection, Artificial intelligence, Satellite imagery 

 

Power transmission and distribution lines are one of the most critical infrastructures networks 
in our society, delivering electricity and power to all our activities and services. However, they 
are exposed to harsh weather conditions such as heavy snow, hail, and strong winds. Vegetation, 
in particular, combined with severe weather conditions, is the predominant reason for outages 
in power systems [1]. Trees can fall over the lines, causing electric disruptions, outages, and 
massive wildfires, especially in dry areas. Therefore, constant vegetation monitoring and 
management are crucial for all electric utilities. 

Traditional monitoring procedures involve a time-based fixed-cycle approach. Operators 
usually send ground patrols to drive along the lines, visually inspecting and annotating risky 
areas and potential trees encroaching the ROWs. An alternative is flying over the lines with 
helicopters or drones for optical or laser scanning (LiDAR) surveys of the power lines. LiDAR 
data provide an accurate 3D representation of an environment. However, LiDAR data acquisition 
and processing are extremely pricey and time-consuming. Current procedures are generally 
time-consuming and extremely costly. The vast size of service territories further increases the 
cost. Power lines can easily span hundreds of kilometers, passing through inaccessible areas 
like mountains or fjords. Airborne sensors are limited by flight time, large area coverage and 
high operations costs. According to [2], LiDAR data is in the range of 62–240€ per km2, while 
aerial imagery is approximately 35–62€ per km2. Therefore, the typical vegetation monitoring 
cycle varies between one to ten years [3]. 

Nowadays, several commercial satellite providers offer easy-accessible images for any part of 
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the world with a high revisiting time (currently up to 0.25 - 0.5 meters/pixel resolution). Fur- 
thermore, the drop in launching costs and the growing number of satellites and mini-satellites 
in orbit combined with high-quality sensors have reduced the cost of satellite imagery to less 
than 15€ per km2 [2]. Satellite imagery is, therefore, currently the best trade-off between 
acquisition price, quality, and revisiting frequency [4]. The numerous sensors continuously 
monitoring the earth unfold the possibility of synergistic use of high-resolution satellite images. 
Common applications of remote sensing include disaster management (forest fires [5], hurri- 
cane impact [6], flood and drought monitoring [7]), agriculture (soil moisture monitoring [8], 
vegetation monitoring [9], [3]), deforestation ([10]) and urban planning [11], just to mention 
some. Consequently, satellite imagery brings the opportunity to combine scale, frequency, and 
cost efficiency to enhance situational awareness regarding vegetation encroachment in power 
lines’ right-of-way using high-resolution satellite imagery. Therefore, vegetation management 
can be changed from traditional time-based monitoring to risk-based monitoring. 

In this project, we propose a framework to monitor vegetation along power lines using 
high-resolution satellite images. We make use of the recent advances in computer vision. In 
particular, we use Convolutional Neural Networks (CNNs) to process the satellite images. CNNs 
have become the leading machine learning methodology due to their effectiveness at extracting 
feature representations from images for classification and segmentation purposes [12]. Trees 
are detected and classified from satellite imagery using tailored CNN-based models. For each 
location along power lines, we characterized trees based on the proximity and distribution with 
respect to power lines, number and density, and botanical species [9]. A risk analysis is then 
performed using a collision simulation in combination with weather data and forest dynamics, 
such as shielding and gap factors. The output is a risk map showing the locations with nearby 
trees more prone to failure due to wind. The proposed framework, integrated into the existing 
vegetation management pipeline, can help the electric utilities better understand the status of 
the vegetation along the grid. This would reduce the cost and time of power line monitoring 
by partially replacing ground patrols and helicopter or drone inspection with satellite data 
analytics and planning the vegetation management accordingly. 
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Abstract  
Hate speech, radicalization and polarization in online social environments is one of the leading 
global societal challenges today.  How to respond to online hate speech is a question troubling 
many democracies – including Norway. In this talk we will present research in progress to 
create the foundation of a transformative new technology for combating radicalization and hate 
speech in online social spaces. 
 
Keywords  1 
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In the era of digitalization, community resilience has increasingly become a priority for local to national 
governments. Available tools to support resilience initiatives of the local community services lack the 
ability to assess and mitigate the dynamic risks associated with the malicious public behaviour online 
such as spreading hate and misinformation on social media, which can significantly harm official 
response efforts during disasters in their communities. A variety of large-scale social media datasets, 
collaborative mapping tools, and data science approaches have emerged that can facilitate 
computational social science research to gain a better understanding of community resilience processes 
accounting for public behaviour and design actionable tools for the community services. 
In this research, our primary objective is to improve community resilience using a principled approach 
of social cybersecurity by developing methods and tools to timely inform local Norwegian community 
services for proactive interventions at scale regarding violence-inducing social behaviours by 
individuals online. 
In this talk, we will discuss our approach to analyse the big data sources at scale by taking in account 
all ethical, social and legal challenges and considerations, in contrast to only existing approaches of 
small-scale human observations, or survey-based analytical approaches. 
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Abstract 
Understanding the causal impact of natural disasters (e.g., typhoon, flood) on human mobility is of 
great significance, regarding the life quality and safety of urban residents. However, this topic is rarely 
investigated and similar works all struggle to accurately evaluate such effect due to the presence of other 
factors that may also influence mobility, such as time-periodic behaviors and the willingness of people. 
These factors are not within our research scope but will present non-negligible influences to experimental 
outcomes and thus their effects should be illuminated to achieve variable control for analysis. In the 
language of causality, these factors are termed as “confounders”, which are usually unobservable and 
time-varying. To assess the pure causal impact of natural disasters, the key challenge actually lies in 
how to handle the confounders in problem modeling. 

Keywords 
Causal Inference, Individual Treatment Effect, Smart City Development, Human Mobility 

 

In this study, we utilize the weather data collected from two typhoon events in Japan (i.e., 
Typhoon Faxai and Hagibis), and the human mobility data of different Japanese counties 
over a long time period (including the time of two typhoons), to study the causal impacts 
of typhoons on human mobility. In other words, we aim to quantify to what extent that 
different kinds of typhoon-related weather will change human mobility. We address this 
problem by using a neural network-based framework that (1) is able to learn the representations 
of time-varying (unobserved) confounders from the observational data, and (2) quantifies 
the dose-response curve (i.e., causal effects) between typhoon related weather and human 
mobility via counterfactual deconfounding. Our framework has its root in a commonly used 
shared bottom architecture of causal reasoning but take a step forward to extract the information 
of unobservable confounders (a usual case in reality) from observations, so that we can perform 
more helpful analysis in realistic scenarios. Finally, we validate our design with real-world 
datasets and the results indicate the effectiveness of our proposed framework, where the 
assessment of causal effect is consistent with existing empirical researches on the control of 
natural disasters. We believe our research may shed lights on a promising direction towards a 
better and more intelligent people safety management against natural crisis. 
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Abstract  
In this lightning talk, we inform about our recent research on terminological saturation analysis 
(TSA) in subject domain-bounded textual corpora. Further, we share our ideas on how TSA 
could be used for (i) constructing knowledge graphs that representatively describe a subject 
domain, or topic; (ii) extracting the smallest possible, yet representative, textual datasets from 
domain corpora for training machine learning models in natural language processing; and (iii) 
event detection from textual streams data. 
 
Keywords  1 
Terminological saturation analysis, knowledge graph, machine learning, event detection  

 
Our recent research has demonstrated [1] that TSA could reveal patterns and trends in domain-

bounded textual data – e.g. topical collections of scholarly publications2. We also discovered that this 
analytical approach could help detect trends of technology adoption in industry [3]. We found out that 
the major factors hampering terminological saturation were: (i) the immaturity of the domain implying 
that the domain-bounded corpus is too small; (ii) the heterogeneity within the domain – e.g. the 
fragmentation of the domain due to the competition among different R&D strands; or (iii) the volatility 
of the domain terminology over time. Based on these findings, it was remarkable to note that the 
existence of a terminologically saturated sub-collection in a corpus of texts – a terminological core 
collection – indicates the maturity and stability of the respective topic or domain. On the other hand, 
the absence of terminological saturation points out that an opportunity window is open for the further 
development of the focal domain, including the mergers of competing strands. Application wise, our 
research was aimed at ensuring the completeness of a text corpus in a domain for ontology learning 
from texts. However, the results seem to have a broader potential R&D impact. 

One potentially good use is extracting the smallest possible, yet representatively complete datasets 
for training machine learning models for natural language processing tasks. Furthermore, a knowledge 
graph, built using the terminology extracted from such a terminological core dataset, could be used as 
a structured representation of the set of features in the domain. This might help make the outputs from 
the trained deep learning models better explainable.   

Another potential use case could be in event detection and prediction using social media text streams. 
We hypothesise that a terminologically saturated topical stream of, say, tweets over a period of time 
might point out that either (i) the topic stream is dominated by one group using coherent terminology; 
or (ii) the majority of the community around the topic is focused on something very important, that 
already happened in the past or will happen soon. On the other hand, the lack of terminological 
saturation in a topical stream might point out that the situation around the topic is stable in the 
democratic sense, which is characterised by the plethora of different competitive opinions and 
judgements on the topic. 
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An effective land administration system promotes the underlying conditions for efficient 

registration of properties thus creating sustainable conditions for natural resource management [1]. 
Automating the mapping process for the natural and built environment is a crucial step towards 
sustainability and greater digitalization in the cadastre. Current methods for cadastral property 
mapping include the delineation of visible cadastral boundaries mostly using UAV images [2, 3] 
applying artificial intelligence. 

There is a lack of systems that can efficiently recreate cadastral property boundaries from 
historical surveying records. In the past there have been some approaches to recreate historical city 
maps [4], to extract morphological features from historical maps [5] and a competition in 
Historical Map Segmentation (MapSeg) was organized [6]. Recreating cadastral property 
boundaries from historical records is an interesting challenge that needs to be solved. The 
Norwegian cadastre lacks improvement, especially the boundary determination system, which has 
uncertain quality [7]. In 2018 it was claimed that 50% of registered properties with boundaries have 
inadequate quality or completely lack boundary information [8]. Recreating boundary marks 
with standard land surveying techniques is a labour intensive and expensive job, therefore new 
techniques and methodologies need to be established to accelerate cadastral mapping from aerial 
images and historical records, including better methods for error detection and correction from 
existing data. The Norwegian cadastre could be improved by utilising AI-based methods for 
cadastral mapping, promoting greater digitalization and automation. 

Our proposed research will focus on improving the cadastre by developing a document 
detection system applying natural language processing, computer vision and logical reasoning to 
automatically extract information from historical surveying records. In Norway the official 
documents describing property boundaries are the målebrev and the skyldskifte. Both documents 
contain a textual part and sometimes the map (sketch) part, graphically representing the 
measured property. We aim to develop our solution into a working QGIS-plugin, that can 
efficiently recreate properties using historical surveying documents as input. The output of our 
plugin will be the georeferenced property with exploited boundary information. The proposed idea 
is futher presented on figure 1. 

An automated document detection system would help with error detection and correction, may 
help to solve potential boundary disputes, that arise between landowners. It would help land 
surveyors by processing large amounts of archival records of properties, requiring less manual 
extraction of information, as well as promoting digitalization in land surveying. 
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Figure 1: The idea is to detect the textual and the graphical part of the målebrev or skyldskifte and 
recreate the boundary of the measured property with AI, using natural language processing to read 
the textual part and computer vision to interpret the graphical part. The final result would be the 
georeferenced property boundary in marked with purple. 
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Abstract 
The past decade has witnessed Artificial Intelligence (AI) revolutionizing the transportation industry with 
advanced deep neural networks (DNNs). Compared with traditional models, deep learning methods offer 
superior predictive power in many practical application fields such as ride hailing [1], mobility prediction [2] 
and congestion forecasting [3]. However, despite the satisfying performances, DNNs preserve their black-
box nature and make decisions depending heavily on statistical correlations. These drawbacks directly lead 
to DNN’s lack of interpretability and robustness, which then become an important obstacle for their 
deployment into real-world scenarios. Recently, causal inference [4] has gain much attention in various 
research fields including computer vision [5] and graph learning [6]. Its combination with deep learning 
models, causally guided DNNs, is currently a hot topic because causality helps us to think beyond the black 
box of DNNs to offer interpretablity, and encourages the model to capture the true causal relations to offer 
robustness. To the best of our knowledge, the use of causal inference in current DNN-based intelligent 
transportation system is still in its very infancy. We believe this line of research can shed lights on a more 
powerful, transparent, and robust transportation system to provide more convenience and supports to 
residents and smart city development. 

Keywords 
Deep Learning, Causal Inference, Smart City Development, Intelligent Transportation System 

 

Lacking interpretability and robustness is a crucial problem for DNNs in transportation system. For 
example, without interpretablity, we will not be able to understand why model thinks there will be a 
traffic jam and thus cannot intervene to avoid it. And depending solely on statistical correlations 
will hurt model’s robustness because of its inability to capture the true cause of an event. 
Considering a situation when we train a traffic prediction model, if in the training set the inflow 
of a road exhibit strong statistical correlation with that of another road ten miles away, the model 
will simply learn such spurious relation. However, it is not the true causality and is very likely not 
to present in the test set. This is a common issue called distribution shift [7] in machine learning, 
and can lead to huge performance degradation for models relying on statistical correlation. 
Causal inference, on the other hand, are by definition interpretable and robust. Causal links offer 
explanations of the model predictions, and underlying causal structure (relation) holds true for 
different environments to provide robustness. We believe current transportation system can greatly 
benefit from using causality to guide the learning of its DNNs. For instance, in traffic prediction, 
we can encourage the model to "think" why the inflow of the road will increase by requiring it to 
identify which adjacent neighbor contributes to the inflow. And we can also use counterfactual 
analysis [8] to interpret the model prediction by intervening the model input to observe the change 
of its outcome. 
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Abstract  
Geolocation data is a widely used source of the spatial information about the population. Their 
great potential might be also used for population mobility research to identify spatial 
interactions forming the hierarchical structure of the settlement system. For this purpose, 
a model of data acquisition and their preliminary analysis was developed. This model 
represents an effective tool for mapping the mobility behaviour of the population. Using the 
example of Czechia, primary commuting links are identified, which are subsequently analysed 
in detail using GIS tools in both desktop and online environments. Therefore, important 
commuting centres of different hierarchical levels are defined by the volume and nature of 
spatial interactions. This approach is used as a source of important expertise for the proposals 
on subsequent Czech public administration reform. Nevertheless, the entire model is generally 
transferable, and the entire method of using the geolocation data for mapping the hierarchy 
within the settlement system can be replicated in other countries as well. 
 
Keywords  1 
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The whole approach is based on the presumption that mobile phones move together with their users for most 
of the day. Furthermore, the assumption of high penetration of the population by mobile phones is also 
crucial. In general, it can be concluded that in contemporary societies of developed countries, both 
assumptions are fulfilled. 
This model is flexible in terms of the output databases produced. According to the primary setting, it 
produces a total of 15 attributes structured into 3 basic interconnected datasets:  a) statistical data for 
individual municipalities, b) OD matrix showing commuting directions, and c) the average number of 
currently present population in every hour of the week (24/7) in each municipality. The output databases 
themselves do not indicate specific measured values for a certain day or period, but each attribute represents 
basically the number of people who reports a given type of travel (mobility) behaviour. This is no longer the 
geolocation data itself, but a summary of time-spatially aggregated statistics about geolocation data. 
Primarily, the method is set to identify functional micro-regional commuting links. Microregions are 
territories in which a resident should be able to secure all his daily activities necessary and important for his 
everyday life. Their centres are primary commuting destinations for their surroundings and provide a 
sufficient range of job opportunities, primary and secondary education, health services, shops, etc.  
This approach was used in the Czech Republic for a comprehensive revision of the spatial units of the 
public administration structure. The purpose of this activity was to harmonize the administrative units 
with natural commuting regions. Particularly, the aim was to ensure that public administration offices 
were located where people naturally concentrated. This leads to streamlining and deconcentration of 
the public administration and its adaptation to the needs of citizens. Based on this application example, 
it is also possible to conclude about the transferability of this approach and its applicability either in 
other territories (states) or in other scientific fields. 
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Abstract 
Density-driven flows in porous media are frequently observed in natural and technical systems and have 
significant environmental, economic, and social impacts. 

Numerical modeling of flows in porous media is used to investigate and predict their behavior 
in several important practical cases, such as risk assessment, water resource management, carbon 
sequestration, and geothermal reservoir study. Such modeling is challenging because of the high 
variability in flow processes, the non-linearity of governing PDEs, and the wide range of time and space 
domains where a problem is solved numerically. 

In this work, we used Big Data and Machine Learning to analyze vast amounts of data produced 

by numerical solvers of PDEs. Our setup enabled mass parallel runs of the d3f solver [1], efficient 
post-processing, and further analysis of large ensembles of numerical solutions of PDEs. Using both 
supervised and unsupervised machine learning techniques, we obtained new scientific results for the 
Elder problem [2], an example of flows in porous media. 

Keywords 
Scientific Big Data, Machine Learning, Numerical PDE, Elder problem 

 
 

 

1. Project Description 

We implemented the system of parallel runs of the d3f PDE simulation software [1], which is 

integrated with the Hadoop/Spark cluster. Specifically, our Spark+d3f setup is used to analyze 
the Elder problem [2, 3]. For this problem, we achieved the following results: 

• Investigated the steady-state solutions of the Elder problem with regard to the Rayleigh 
numbers (Ra), perturbations, etc.; 

• Analyzed the complexity of solutions regarding time and other factors using different 
data complexity metrics; 

• Developed predictive models for the Elder problem based on ML techniques [5]. 

From the point of view of dynamical systems theory, this study is an attempt to investigate and 
understand a larger fraction of the entire phase space of the Elder problem. We are sampling the 
phase space with a larger number of samples (10000 or even more perturbed solutions) intending 
to understand the nonlinear dynamics of the Elder problem using data-driven approaches to 
complex nonlinear dynamical systems [4]. 
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Abstract 
In recent decades, the frequency and intensity of natural disasters have increased significantly. Most 
serious disasters lead to massive population movements and evacuations. Analysis of these human 
activities is essential for planning effective humanitarian assistance, disaster control, and long-term 
social stability and reconstruction. Although there are a lot of related works for analyzing after a big 
earthquake [1, 2], few pieces of research consider the influence of personal factors on decision-making. 
In addition, the knowledge of what key factors impel a person to choose a returning home strategy 
is important for analyzing the human decision after a big earthquake. In addition, a large number of 
people remained in the companies or shelters due to the damage to the transport network. Therefore, 
understanding and predicting human behavior during a disaster will play a vital role in planning effective 
humanitarian relief, disaster management, and long-term societal reconstruction. However, such research 
is challenging due to the unavailability of reliable and large-scale human mobility data. Moreover, what 
key (sometimes hidden) factors do a person consider when making a particular decision for returning 
home after a big disaster. The relationship between a person making decisions after a big earthquake and 
the type and number of historical visits must be analyzed and understood. In this study, the smartphone 
is used to sense people’s location. Then big and heterogeneous data were collected on the Tohoku 
earthquake in Japan in 2011 and discovered grid-based regions of different functions using both human 
mobility among areas and points of interest (POI) located in a region. This is a "9.0" earthquake that 
occurred in the Pacific Ocean 130 kilometers off Sendai City, Japan, on March 11, 2011, as a case study 
[3, 4, 5]. Then we jointly model the historical visit of the functional areas and decision-making after a big 
earthquake. Abundant work exploded the mobility pattern [6, 7, 8, 9] from historical visits collected by 
smartphones and employ them on analyzing people’s behavior in disasters. For example, [10] developed 
a general probabilistic model to simulate population evacuation over complex geographic features in 
Japan in response to future disasters. Reference [6] found that the distribution of earthquake risk areas, 
people’s emergency measures, and people’s behavior can be tracked by using location data. But those 
work ignore the functional region [11] in practice, which may lack some necessary information for 
understanding human mobility. Finally, an empirical prediction is developed to estimate how people 
chose to return home after the Tohoku earthquake. An explainable analysis is conducted to explore the 
fundamental laws governing human mobility following disasters. 
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Abstract 

The various types of data collected over time and space have led to the development of 
spatio-temporal data analysis as an emerging research field [1]. The ubiquity of spatio-temporal 
data today is unquestionable. For instance, GPS devices have become more widely available, 
mobile phones have sensors, and sensor technology has improved greatly over the past few 
years, providing more opportunity to collect data about individuals. Data collection has become 
easier as a result of all of these factors. Spatio-temporal data are collected in a wide variety of 
applications, such as smart grids, sensors, social, transportation, and electrical networks [2]. 

 
The use of Graph Neural Networks (GNNs) for forecasting spatio-temporal data has become 

increasingly popular in recent years [3, 4, 5]. GNN is a very suitable model for these types of 
data due to their irregular structure. Spatial dependence is a critical aspect of spatio-temporal 
analysis, since it represents the relationship between the variables by the graph, and the 
base of GNN is this graph.  The graphs may be predefined or they can be created using 
classical methods such as the physical distance between sensors and correlations, for example. 
Despite their complexity, these networks remain difficult to interpret. Because of this, the 
models are unreliable and untrustworthy. In addition, recent research on interpretability 
aims to provide answers to questions related to causality, such as "Why does this model 
make these decisions?" or "Was it a specific feature that caused the decision made by the model?" 

 
This research aims to improve the interpretability and explainability of GNNs by applying 

causality [6, 7]. Spatio-temporal data prediction methods based on GNN with an underlying 
causal graph will be examined in this research. The use of causal models can help us gain 
a better understanding of how variables are related to each other[8]. Therefore, we rely on 
DAG graphs and try to design the model for more accurate prediction while at the same time 
being able to interpret the model. In order to test the effectiveness of the proposed method, 
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some benchmark data will be used to evaluate it. In summary, this work focuses on GNNs, 
explainability, and causal inference. 
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Abstract 
Multi-step inflow forecasting is essential for hydropower producers to improve 
scheduling problems and meet the environmental requirement. In this paper, a new 
preprocessing framework using variational mode decomposition, causality feature 
selection and recursive forecasting techniques (CVD) is developed to forecast 24 hours 
ahead of inflow. Firstly, physically meaningful components (Modes) are provided 
using variational mode decomposition which decomposes time series. Then Causality 
feature selection identifies a subset of Modes with corresponding lag values which 
have significant contributions to the next state of inflow. Then, the selected subset 
Modes with corresponding lag values are used for training different machine learning 
algorithms to validate the performance of the developed CVD framework. The CVD 
framework is validated and tested to forecast 24 hourse ahead of inflow for a use case 
in western Norway.The simulation resultes shows that The CVD framework reducing 
Normalized root mean error of inflow forecasting by 25% when it is used with LSTM 
compared with a stand-alone LSTM when 

Keywords 
Deep learning, Causality, Data preprocessing, Spatiotemporal, Decomposition 

 
 

 

1. Use case 

The data is provided by Lyse company in Norway. The location of the use case is in Rogaland the 
southwest of Norway. The Lyse asset included Lyseboten I and II which are two power stations 
that are connected to three main reservoirs Breiavatnet (Bri), Lyngsvatnet (Lyn), and Strandvatnet 
(Str). In this use case river’s stream is controlled by the bypass flow from the Bri reservoir to 
always meet minimum inflow at the NVE measurement station. The NVE measurement station 
is placed 20 Km away from Bri reservoir. 
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2. Methodology 

In this paper, a Causal variational Decomposition preprocessing architecture is developed. Vari- 
ational mode decomposition technique is employed to remove noise and reduces the complexity of the 
time series and causality analysis is utilized to remove the irrelevant features of inflow by finding 
the most informative features and their corresponding lag values. CVD has three main modules. 
The first module decomposes the input data (meteorological and hydrological data related to the 
water inflow) into different Modes. The second module selects the most informative decomposed 
Modes related to the water inflow with proper time latency values. In the third module, only the 
selected latency values of decomposed Modes are used for training a multi-step time series 
forecasting algorithm. The contribution of this paper is presented below: 

• A causal variational model (CVD) decomposition preprocessing model is developed to find the 
most informative variables among weather data, simulated and observed hydrological data for 
a use case in Western Norway to forecast multi-steps ahead of inflow. 

• Developed CVD preprocessing module presents prominent results in improving short- term 
inflow forecast 

 
3. Results 

To evaluate the role of CVD as a pre-proccessing feature selection framework in improving the 
LSTM forecasting performance, comparision results have been presented in Table 1. The forecast 
performance, the Normalized Root Mean Square Error(NRMES) and computational time is 
compared with a stand-alone LSTM for four different scenarios.The first observation is that by 
comparing only LSTM with CVD-LSTM across four scenarios, the NRMSE error reduces 
significantly. For example, there is a 25% improvement inside scenario 4 when CVD is added to 
LSTM. 

 
Table 1 

Comparison of input data impact on LSTM and CVD-LSTM performance. 
 

Senarios Data Model period NRMSE 
Computational time 

(s) 

1 Historic inflow LSTM t+24 1.7 547 

2 Weather 
LSTM 

t+24 
1.66 442 

CVD-LSTM 1.03 80 

3 
Weather+ 

hydrological data 

LSTM 
t+24 

1.06 629 

CVD-LSTM 0.8 96 

 

4 

Weather+ 

hydrological+ 

HBV data 

LSTM  

t+24 

0.68 900 

CVD-LSTM 0.51 76 

 



93 
 

Collaboration approach for improving data readiness 

in SMEs⋆ 

B. C. Weinbach1†, Malin Waage1,*,†
 

1Western Norway Research Institute, Norway 

 
Abstract 
One of our main goals is improving data economy readiness in regional companies in Norway. As 
part of our initiative, a collaboration was initiated with a local power company on inflow prediction. 
Hydrology is a complex topic and there is interest in investigating how accurately domain knowledge 
in hydrology and machine learning can be used to improve reporting of production capacity to power 
exchange markets. Our contribution is an approach on how researchers can help companies get started 
with machine learning. It borrows practices from agile software development methods. 

Keywords 
Machine Learning, Software Engineering, Power Production, Project Management 

 
 

 

1. Background 

We are collaborating with a local energy company, to conduct a case study on transitioning from 
a traditional, experience-based reporting of day-ahead power generation capability to a data- 
driven prediction based on past and future weather forecast and runoff data. Accurate predictions 
of power production are essential in addressing the current energy crisis. If successful, this 
case study will demonstrate that by planning the future power generation more accurately 
and efficiently. According to Beigaite et al. [1], one can increase the exploitation of the electric 
energy leading to increased profits and reduced risks. Here, we stress on the work method and 
software development. 

The power plant in our test study is in a sub-polar region, and heavily dependent on snow 
melt, and hence, the runoff is affected by measures such as temperature, sunlight, wind, and 
rainfall in the entire runoff region. With so many factors at play, predicting the power plant’s 
output for the following day based on a glance at the weather forecast is a difficult task, making 
it essential to find better forecasting methods, which is why we were contacted by the company. 
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The local energy company, like many other SMEs [2], lacks required knowledge to enter the 
data economy. Having a few software engineers and few with a formal data science or machine 
learning background makes it challenging to get started. We propose an approach that is meant 
to ensure that data science researchers develop software on the companies’ premises while also 
addressing researchers need for publications. 

 
2. Software development methodology 

According to Sommerville [3], software has in many cases been developed in a waterfall model. 
The waterfall model is very intuitive and compatible with other engineering disciplines. Software 
is developed in sequential steps until completion, then distributed to a customer. Requirements 
that is uncovered after release is reported in and developed in iteration 2. 

The main criticism of this method is that one does not see the need for functionality until 
after the product has been delivered and entered production. For projects between researchers 
and software engineers the research environment produces an algorithm in a framework with 
good results but when released to software engineers the software is incompatible with their 
frameworks and needs. Our contribution is an approach that embraces agile methods. Our 
method can be described as follows: 

1. Less is more: Prioritise development of small deliverable. Don’t focus on the big picture 
and the advanced methods one wishes to create. This will come. 

2. Develop software on the user’s premises: Develop and deploy scientific software 

in the users framework. Use feedback on deliverables to inform decision about future 
deliverables. The less difference there is between the code that is written for the scientific 
publication and the code that is used in production, the bigger the impact of the code. 

3. Think quantitatively: Define research questions while developing and see how deliver- 

ables and their effects can be quantified. Such that statistics and data can drive decision 
making. Additionally, collection of empirical data on the development process and the 
corresponding impacts make these experiences interesting for publication. 

 
3. Benefits of the approach 

One of the most important benefits of this approach is that it balances the different interests off 
the partners in research collaboration between researchers and companies that want to start 
using machine learning. 

The company’s main interest is to get software to solve a particular problem which 
is economically viable. This need has to be addressed by the researcher. Which is why there 
is emphasis on developing the software on the company’s premises. This forces researchers to 
solve problems that are relevant in industry which may also raise new research questions and 
hypotheses. 

The researchers’ main interest is developing a novel methodology that is publishable. 
In machine learning research data is the driver of new methodologies. Researchers often have 
the necessary theoretical understanding to start development of new novel methods but lack 
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the access to data sources. Industry find themselves in the opposite situation, where data is in 
excess and lack necessary theoretical knowledge. 

The dynamic above is reinforced with SMEs. Larger companies are able to limit the 
difference in theoretical knowledge and available data by employing machine learning engineers 
on demand and even having their own research and development department. For SMEs, which 
is more prominent in the region of Sogn og Fjordane than in the rest of Norway, this is not 
possible. The collaboration approach is therefore a necessity in ensuring SMEs capability of 
adjusting to the fourth industrial revolution. 

The collaboration approach stimulates knowledge transfer. Norway experiences a 
shortage in ICT workers and many SMEs are not able to employ the necessary workforce in 
transitioning to the data economy. Workers that do not have formal a formal computer science 
background are set to solve tasks that is outside their comfort zone. 

 
4. Conclusion 

The collaboration methodology used should be further tested and improved on through feedback 
with companies. In the future, this approach might improve collaboration between researchers 
and regional companies for addressing data readiness in companies as well as giving researchers 
publishable results. 
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